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Adaptive Online Distributed Optimal Control of
Very-Large-Scale Robotic Systems

Pingping Zhu , Member, IEEE, Chang Liu , and Silvia Ferrari , Senior Member, IEEE

Abstract—Autonomous systems comprised of many co-
operative agents have the potential for enabling long-
duration tasks and data collection critical to the under-
standing of a wide range of phenomena in spatially and
temporally variable environments. The adaptive distributed
optimal control approach presented in this article ex-
tends online approximate dynamic programming to very-
large-scale robotics (VLSR) systems that must operate
and adapt to highly uncertain and variable environments.
Optimal mass transport theory is used to show that, in
the Wasserstein–Gaussian mixture model space, the VLSR
system’s cost to go can be represented by a value func-
tional of the robot distribution and dynamic environmental
maps. The approach is demonstrated on a cooperative path
planning problem in which knowledge of the obstacles in
the environment changes incrementally over time based
on in situ measurements. Numerical simulations show that
the proposed approach significantly outperforms existing
methods by finding an approximately optimal solution that
avoids obstacles and meets a desired final robot distribu-
tion using minimum energy.

Index Terms—Adaptive, cooperative, environmental
adaptation, multiagent reinforcement learning (MARL),
optimal control, path planning, very-large-scale robotic
(VLSR).

I. INTRODUCTION

W ITH THE advent of low-cost sensors and embedded
systems, very-large-scale robotic (VLSR) systems com-

prised of hundreds of autonomous robots are becoming a viable
solution for conducting long-duration autonomous tasks over
large regions of interest [1]. To date, significant progress has
been made on VLSR optimal control [2]–[5]; multiagent re-
inforcement learning (MARL) [6]–[13]; multiagent path plan-
ning [14], [15]; and swarm robotics [16]–[21] approaches. How-
ever, these and other VLSR methods assume that knowledge of
the environment is provided a priori. Therefore, the resulting
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planning and control laws may not be adaptable to changing in
situ conditions that autonomous robots are likely to encounter
when operating over a large region for long periods of time.

Online learning and replanning are typically too computation-
ally expensive due to the combinatorial nature of MARL [9].
In fact, even in known environments, optimal planning for N
cooperative robots has been shown to be PSPACE-hard [2].
Distributed optimal control (DOC) [3]–[5] and Nash certainty
equivalence (NCE) approaches [22], [23] overcome the scala-
bility issue by defining a macroscopic state, such as the robot
distribution or the robot mass, by virtue of a restriction op-
erator and accompanying consistency relationships mapping
robot kinodynamic equations onto a macroscopic evolution
equation. Although the computational burden is significantly
reduced [3]–[5], determining the optimal restriction operator
remains too time consuming for online adaptation in response
to in situ measurements. In VLSR long-duration applications
ranging from ocean robotics to space systems, robots operate in
the presence of significant uncertainties. At the same time, their
performance depends on environmental conditions that cannot
be accurately predicted a priori, thus requiring adaptation or
replanning subject to online measurements [1].

A model-free MARL approach based on mean field control
was recently proposed in [11] to address both scalability and
uncertainty issues by trial-and-error approximations of the value
function. Similarly to the DOC approach used in this article,
model-free MARL employs a macroscopic state represented
by the robot distribution or probability density function (PDF),
and a reward (or Lagrangian) function that depends both on
microscopic and macroscopic robot states. Then, the MARL
approach is cast as a Markov decision process on the Wasserstein
space of measures and implemented by learning a deterministic
control law offline. The microscopic robot control law is given
by a functional of the macroscopic and microscopic states.
However, by this approach only the social average reward can
be optimized and the robot decisions are myopic, namely, they
are based solely on the latest robot state and robot distribution.

This article presents new adaptive DOC (ADOC) theory for
VLSR systems that must operate optimally over time based on
in situ measurements that influence immediate and future coop-
erative sensing and navigation performance in highly uncertain
environments. The ADOC approach is assumed to be centralized
for simplicity but is applicable to a distributed system of robots
with a macroscopic evolution equation provided by a stochastic
differential equation (SDE), also known as distributed parameter
system [5]. Thus, the proposed ADOC approach can be viewed
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as a reinforcement learning-approximate dynamic programming
(RL-ADP) approach [24], [25] applicable to distributed parame-
ter systems for which environmental conditions must be learned
online.

The new ADOC theory presented in this article is based
on several key contributions. This article shows that when the
environmental information is changing over time, the system’s
cost to go cannot be expressed as a value function but requires
the use of a value functional. Then, the ADOC approach can be
formulated in a Wasserstein–Gaussian mixture model (GMM)
space using the optimal mass transport (OMT) theorem, by
assuming that the optimal time-varying robot distribution can
be learned and represented via GMMs. A fast ADOC online so-
lution is afforded by proving that the ADOC problem amounts to
solving a linear program in a subspace of the Wasserstein-GMM
space. The ADOC computational complexity, convergence, and
lower and upper bounds on the optimal value functional are also
derived in this article. The effectiveness of ADOC is demon-
strated on a VLSR obstacle avoidance problem, in which the
obstacles are sensed online. The numerical results show that the
ADOC approach significantly outperforms existing state-of-the-
art methods and scales up to VLSR systems with hundreds of
robots.

II. PROBLEM FORMULATION

Consider the problem of adaptively planning the trajectories
of a VLSR system comprised of N cooperative robots deployed
in a large obstacle-populated region of interest (ROI) W ⊂ R2.
Although the M obstacles, B1, . . . ,BM ⊂ W are unknown a
priori, an approximate map of the obstacle region B̂(t) is pro-
vided over time by sensors and mapping algorithms on-board the
N robots. At the initial time, t0, an obstacle map B̂0 = B̂(t0) is
provided based on prior information, and, thus, may be subject
to significant errors, potentially causing blocked passages and
narrow regions to be unknown a priori. Let the obstacle map
function (OMF) be defined as a binary time-varying function,
m(x, t) : W × R → {0, 1}, where 1 indicates that the position
x ∈ W is occupied by obstacles at time t, and 0 indicates that
it is unoccupied. Let M denote the space of all possible OMFs
in the ROI, such that m(·, t) ∈ M . In this article, the OMF is
obtained from a Hilbert occupancy map h(x, t) [26], as shown
in [27], such that

m(x, t) =

{
1, if h(x, t) > 0.5

0, otherwise
(1)

where h(·) provides the probability of obstacle occupancy.
The microscopic robot dynamics are modeled by a SDE

ẋi(t) = f [xi(t),ui(t), t] (2)

xi(t0) = xi0 , i = 1, . . ., N, (3)

wherexi ∈ W is the ith robot’s state or configuration,ui(t) ∈ U
is the ith robot’s control input, and xi0 is the ith robot’s initial
configuration. Also, it is assumed that the robot state is fully
observable and known with negligible errors.

All robots are equipped with identical omnidirectional range
sensors that allow them to update the OMF based on in situ
measurements. The field of view (FOV) of the ith range sensor,
denoted by Si(t) ⊂ W , is represented by a circle of radius r
centered at xi(t). Then, the region covered by the sensors at
time t can be represented by S(t) = ∪N

i=1Si(t). Assuming con-
nectivity and information sharing, obstacle presence at position
x ∈ W is observed and updated at time t if and only if x ∈ S(t).

Let the VLSR macroscopic state be represented by a PDF,
℘(x, t) ∈ P(W), where P(W) is the space of PDFs with
support W [3]–[5]. Then, the VLSR system performance over
a time interval [t0, tf ] can be expressed by an integral cost
function

J [℘(x, t)] = φ[℘(tf ), ℘f ] +

∫ tf

t0

L [℘(x, t),m(x, t)]dt (4)

representing the cost required for the robots to move from a given
initial distribution℘0 at time t0 to a desired distribution℘f at tf .
The functionalsφ[℘(tf ), ℘f ] andL [℘(x, t),m(x, t)]denote the
terminal cost and the instantaneous cost or “Lagrangian,” respec-
tively. Because the VLSR system’s performance depends on the
changing obstacle map, m(·, ·), the Lagrangian is a functional
of the OMF for all t ∈ [t0, tf ]. The result is a new ADP problem
in which the functional structure of the Lagrangian is unknown
and must be learned from the range-sensor measurements over
time.

III. ADAPTIVE DOC APPROACH

Because sensor measurements become available at discrete
sampling times and must be fused to obtain the OMF, the DOC
problem is first discretized with respect to time. Let �t denote
the time required to obtain and process the obstacle measure-
ments, such that the time interval [t0, tf ] can be discretized
into Tf = (tf − t0)/�t time steps, indexed by tk = t0 + k�t,
where k = 1, . . . , Tf . The robot dynamics in (2) can be dis-
cretized and reformulated as

xk+1,i = xk,i + ẋk,iΔt, i = 1, . . . , N (5)

ẋk,i = f [xk,i,uk,i] (6)

where xk,i = xi(tk) and uk,i = ui(tk). Then, the macroscopic
cost function (4) can be approximated by

J(℘0:Tf
) � φ(℘Tf

, ℘f ) +

Tf−1∑
k=0

L (℘k,mk) (7)

where ℘0:Tf
= [℘0 · · ·℘Tf

], ℘k = ℘(·, tk) and mk = m(·, tk).
Because the OMF is time-varying and unknown for future

times, the cost function (7) cannot be optimized with respect
to the robot distribution using existing approaches [3]–[5]. An
online optimization approach for this new class of finite horizon
ADP problems is developed here by reformulating the objective
function as follows:

J(℘0:T ) = φ(℘Tf
, ℘f ) +

Tf−1∑
k=0

L [℘k,mk, C(℘k,mk)] (8)
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where C : P × M �→ P is the control law functional, and

℘k+1 = C(℘k,mk). (9)

In the rest of this article, C(℘k,mk) is abbreviated by Ck, and
L [℘k,mk, C(℘k,mk)] is abbreviated by L (℘k,mk, Ck).

Because the VLSR goal is to reach ℘f by time tf , there exists
at least one terminal macroscopic state℘T ∈ P that is cost-free,
and, thus, can be absorbed in the state for all k > T , such that
L (℘T ,mk, Ck) = 0 and C(℘T ,mk) = ℘T when ℘T = ℘f , or
when the distance between ℘T and ℘f is less than a user-defined
threshold. Then, the VLSR control problem can be assumed to
terminate upon reaching ℘T at time T ≤ Tf .

Unlike traditional ADP problems [24], [25], the control law
functional in (9) depends on the OMF, for which there exists
no evolution or dynamic equation because it is updated based
on exogenous measurements obtained by the robots over time.
Then, it is assumed the latest map mk is the best estimate of the
obstacle layout available at time tk. Without loss of generality,
the (1× T ) vector of OMFs, Mk = [m0 · · ·mk−1 mk · · ·mk],
is used to represent the map history. If and when an environ-
mental prediction model is available, the method can be easily
applied by modifying the definition of Mk.

A. ADOC Value Functional

The goal of the discrete-time ADOC approach is to learn the
optimal control law functional, C∗

k : P �→ P , online at every
kth time step based on the OMF, mk. Then, the optimal and
nonmyopic policy associated with Mk can be expressed by the
vector of functionals

Π∗
k � [C∗

0 · · · C∗
k−1 C∗

k · · · C∗
k] (10)

and must be determined over time so as to minimize (8). By
optimizing the policy subject to the robot kinodynamics (6),
reachability is guaranteed and the optimal robot distribution,
℘∗
k+1, can be realized by the robots using the microscopic control

described in Section VI-A.
Given a map and policy, Mk and Πk, at time step k, the

ADOC value functional is defined as

V(℘l, l |Mk,Πk, k)

�

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
φ(℘T , ℘f ) +

∑k−1
τ=l L (℘τ ,Mk(τ), Cτ )

+
∑T−1

τ=k L (℘τ ,Mk(τ), Ck), 0 ≤ l < k

φ(℘T , ℘f ) +
∑T−1

τ=l L (℘τ ,Mk(τ), Ck), k ≤ l < T

φ(℘T , ℘f ), l = T

(11)

and is abbreviated by Vk(℘l,Mk, Ck) hereon. Then, from (8),
it can be shown that J(℘0:T ) = VT−1(℘0,MT−1). The ADOC
cost-to-go estimate or “Q-functional” is defined as

Qk(℘l,Mk, ℘l+1) � L (℘l,Mk(l), ℘l+1) + Vk(℘l+1,Mk)
(12)

and minimized as explained in the next subsection.

B. ADOC Optimal Control Law Functional

Learning a functional operator online is computationally chal-
lenging [28], [29], and, in this article, it is approached using
the critic-only Q-learning (CoQL) method developed in [30].
Applying Bellman’s equation to the ADOC value- and Q-
functionals introduced in the previous subsection, the optimal
Q-function can be obtained as follows:

Q∗
k(℘l,Mk, ℘

∗
l+1) = min

℘l+1

[L (℘l,mk, ℘l+1) + V∗
k(℘l+1,Mk)]

for any k ≤ l < T , where V∗
k(℘l+1,Mk) is the abbreviation

of the optimal value functional, V∗
k(℘l+1,Mk, C∗

k). Then, the
optimal robot distribution can be obtained by solving the opti-
mization problem

℘∗
k+1 = argmin

℘k+1

[Q∗
k(℘k,Mk, ℘k+1)]

= argmin
℘k+1

[L (℘k,mk, ℘k+1) + V∗
k(℘k+1,Mk)] . (13)

IV. BACKGROUND ON OPTIMAL MASS TRANSPORT

An efficient approach for the online optimization of the
ADOC Q-function is developed by measuring the cost of the
VLSR-distribution evolution using OMT theory [31], [32].
When compared to other approaches for measuring information
divergence, such as the Kullback–Leibler (KL) divergence or
the Cauchy–Schwarz (CS) divergence, OMT affords significant
computational savings and also provides important metric prop-
erties [32].

Let ℘1, ℘2 ∈ P(W) denote two PDFs with support W , and
let Π(℘1, ℘2) ⊂ P(W ×W) denote the set of all joint PDFs
characterized by marginals measures along the two coordinate
directions that coincide with ℘1 and ℘2, respectively, and such
that

Π(℘1, ℘2) �
{
π ∈ P(W ×W)

∫
x2∈W

π(·,x2)dx2 = ℘1, and
∫
x1∈W

π(x1, ·)dx1 = ℘2

}
.

(14)

Then, the Wasserstein metric is defined as

W2(℘1, ℘2) �
[

inf
π∈Π(℘1,℘2)

∫
W×W

‖x1 − x2‖2dπ(x1,x2)

]1/2
(15)

where ‖ · ‖ is the Euclidean distance [31], and can be shown
finite provided the second moments of ℘1 and ℘2 exist [33].

Furthermore, if both of the marginals ℘1 ∼ N (μ1,Σ1) and
℘2 ∼ N (μ2,Σ2) are Gaussian distributions, the Wasserstein
metric can be expressed as

W2(℘1, ℘2) =

{
‖μ1 − μ2‖2

+ tr

[
Σ1 +Σ2 − 2

(
Σ

1/2
1 Σ2Σ

1/2
1

)1/2
]}1/2

(16)
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where tr[·] denotes the trace of a matrix [32].
Although the Wasserstein metric of two Gaussian distribu-

tions can be obtained in closed form, there is no efficient
representation for general distributions [34]. Recently in [32],
a new metric in the space of all GMMs, G(W), referred to as
Wasserstein-GMM (WG) metric, and defined as

d(℘1, ℘2) �
{

min
π∈Π(ω1,ω2)

N1∑
ı=1

N2∑
j=1

[W2(g
ı
1, g

j
2)]

2π(ı, j)

}1/2

(17)
was proposed as an efficient approximation to the Wasserstein
metric for any two distributions ℘1, ℘2 ∈ G(W), where gı1
and gj2 are corresponding Gaussian mixture components with
weights ω1 and ω2, respectively. Then, Π(ω1,ω2) can be used
to denote the space of joint GMMs, referred to as Wasserstein-
GMM space.

V. ADOC SOLUTION IN WASSERSTEIN-GMM SPACE

Hereon, let the Wasserstein metric W2(℘k, ℘k+1) represent
the distance between two robot PDFs, ℘k and ℘k+1. For a fixed
time interval, �t, W2(℘k, ℘k+1) is proportional to the PDF
velocity

νk � W2(℘k, ℘k+1)

�t
(18)

and it can be shown that the following proportionalities hold:
Ek ∝ (νk)

2 ∝ [W2(℘k, ℘k+1)]
2, where Ek is the energy re-

quired to move from ℘k to ℘k+1. Then, the WG metric in (17)
can be adopted as the energy cost in the Lagrangian, provided
the robot distributions obey the following assumption.

Assumption 1: Assume that within an acceptable error the
optimal robot distribution can be approximated by GMMs, such
that

℘k =

Nk∑
ı=1

ωı
kg

ı
k, k = 0, . . . , T (19)

℘f =

L∑
j=1

ωj
fg

j
f (20)

where Nk and L are the numbers of Gaussian components gık
and gjf with means μı

k and μj
f , and covariance matrices Σı

k and

Σj
f , respectively.
Considering the kernel density estimation (KDE) with Gaus-

sian kernels as a special case of GMM [35], choose Nk ≤ N ,
where a relatively small number of Gaussian components is
typically required in practice to represent useful robot distri-
butions, and, thus, Nk  N . Now, let gk � [g1k · · · gNk

k ] and
gf � [g1f · · · gLf ] denote vectors of Gaussian components that
are used to approximate the robot time-varying and final PDFs,
respectively, by means of corresponding GMM weight vectors
ωk � [ω1

k · · ·ωNk

k ] and ωf � [ω1
f · · ·ωL

f ], respectively. Then,
℘k and ℘f are fully specified by the tuples of parameters
Θk = (Nk, gk,ωk) and Θf = (L, gf ,ωf ). It also follows that

the control law functional can be expressed as

Ck+1 =

Nk+1∑
j=1

ωj
k+1g

j
k+1 =

Nk∑
ı=1

Nk+1∑
j=1

πk(ı, j)g
j
k+1 (21)

where πk ∈ Π(ωk,ωk+1) is the joint probability distribution
and, given ℘k and mk, the control law is fully specified by the
tuple of parameters, Φk = (Nk+1, gk+1, πk).

The VLSR performance is represented by an integral cost
function of the robot PDF in the form (8), derived as follows.
First, the distance between two GMM PDFs ℘k and ℘k+1 is
defined as

d̃(℘k,mk, Ck) �
{ Nk∑

ı=1

Nk+1∑
j=1

[W2(g
ı
k, g

j
k+1)]

2πk(ı, j)

}1/2

and is minimized to obtain the WG metric

d(℘k, ℘k+1) = min
πk

[d̃(℘k,mk, Ck)]. (22)

Second, knowledge of the OMF can be used for obstacles
avoidance by minimizing its inner product with ℘k+1, such that
the Lagrangian is defined as

L (℘k,mk, Ck) = [d̃(℘k,mk, Ck)]2 + 〈Ck,mk〉W (23)

where 〈·, ·〉W is the inner product over W , and Ck = ℘k+1.
The VLSR performance at the final time depends on the robot

distance to the desired PDF,℘f , and is expressed by the terminal
cost

φ[℘(tf ), ℘f ] = φ(℘T , ℘f ) � [d(℘T , ℘f )]
2. (24)

Then, the VLSR integral cost function can be rewritten as

J � [d(℘T , ℘f )]
2 +

T−1∑
k=0

{
[d̃(℘k,mk, Ck)]2 + 〈℘k+1,mk〉W

}

and, from (11), the ADOC value functional is given by

Vk(℘k,Mk, Ck) = L (℘k,mk, Ck) + Vk(℘k+1,Mk, Ck).
(25)

A. ADOC Value Functional Approximation

As in classical RL-ADP approaches [24], [25], the optimal
cost to go, V∗

k(℘k+1,Mk) in the recurrence relationship (13)
is unknown and must be approximated over time. In particular,
the approximation is obtained here by using an upper bound
on the optimal value functional so as to derive convergence
guarantees (Section VII). Consider an approximate control law,
C̃k(℘τ ,mk) : P �→ P , obtained by holding the number of
Gaussian components (Nτ ) fixed, such that

Nτ+1 = Nτ (26)

πτ (ı, j) =

{
ωı
τ , if ı = j

0, otherwise
, ı, j = 1, . . . , Nτ (27)

℘τ+1 = C̃k(℘τ ,mk) ∀τ : k + 1 ≤ τ ≤ T − 1. (28)
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By recursively applying the approximate control law, the evolu-
tion of the robot PDF can be generated as follows:

℘τ =

Nk+1∑
j=1

ωj
k+1g

j
τ , τ = k + 1, . . . , T (29)

according to the Nk+1 trajectories of the Gaussian components.
Next, consider the L Gaussian components of the desired

goal PDF ℘f , denoted by the set {gjf}Lj=1. There are Nk+1 × L
trajectories of Gaussian components that are characterized by
the minimum cost function

L̃j,j
k =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

min
{
[W2(g

j
T , g

j
f )]

2

+
∑T−1

τ=k+1[W2(g
j
τ , g

j
τ+1)]

2 if k + 1 < T

+
∑T−1

τ=k+1〈gjτ+1,mk〉
}

[W2(g
j
T , g

j
f )]

2
, if k + 1 = T

(30)

and are indexed by j and j at the kth time step. Then, an upper
bound on the optimal ADOC value functional is provided by the
following theorem.

Theorem 1 (Upper bound of optimal value functional):
Given ℘k+1 and ℘f defined in (19) and (20), respectively,
there exists an upper bound of the optimal value func-
tional V∗

k(℘k+1,Mk), which is denoted by Ṽk(℘k+1,Mk) =

Vk(℘k+1,Mk, C̃k), such that

V∗
k(℘k+1,Mk) ≤ Ṽk(℘k+1,Mk) �

Nk+1∑
j=1

L∑
j=1

L̃j,j
k π̃k(j, j)

(31)
where π̃k(j, j) ∈ Π(ωk+1,ωf ) is the robot joint PDF.

The proof of Theorem 1 is provided in Appendix A. Hereon,
the upper bound in (31) is used to approximate the optimal value
functional V∗

k(℘k+1,Mk).

B. Optimal ADOC Control Law

From (13), (25), and (31), the optimal control law functional
at time k is given by

C∗
k ≈ argmin

Ck

[
L (℘k,mk, Ck) + Ṽk(℘k+1,Mk)

]

= argmin
Ck

{
[d̃(℘k,mk, Ck)]2 + 〈Ck,mk〉W

+

Nk+1∑
j=1

L∑
j=1

L̃j,j
k π̃k(j, j)

}
(32)

which amounts to a calculus of variations problem. However,
because the control law functional is parameterized by the tuple
Φk, the optimal control functional can be approximated by
means of the optimal parameters

Φ∗
k = argmin

Φk

{ Nk∑
ı=1

Nk+1∑
j=1

[W2(g
ı
k, g

j
k+1)]

2 πk(ı, j)

+

Nk∑
ı=1

Nk+1∑
j=1

〈gjk+1,mk〉W πk(ı, j)+

Nk+1∑
j=1

L∑
j=1

L̃j,j
k π̃k(j, j)

}

(33)

where the upper bound in (31) is used to approximate the optimal
value functional.

Imposing the following constraints on the GMM weights:

ωı
k =

Nk+1∑
j=1

πk(ı, j), ωj
f =

Nk+1∑
j=1

π̃k(j, j) (34)

ωj
k+1 =

Nk∑
ı=1

πk(ı, j) =
L∑

j=1

π̃k(j, j) (35)

the optimization problem in (33) can be rewritten as

Φ∗
k = argmin

Φk

Nk+1∑
j=1

[ Nk∑
ı=1

Lı,j
k πk(ı, j) +

L∑
j=1

L̃j,j
k π̃k(j, j)

]

(36)

where the energy cost associated with the motion of the Gaussian
components with respect to the OMF is

Lı,j
k = [W2(g

ı
k, g

j
k+1)]

2 + 〈gjk+1,mk〉W . (37)

From Φ∗
k, the optimal robot PDF, ℘∗

k+1, is approximated by
marginalizing over the approximate joint distribution π̂∗

k.
Substituting ℘̂∗

k+1, in (23), the Lagrangian can be expressed
as a function of the WG metric between ℘k and ℘̂∗

k+1

L (℘k,mk, Ĉ∗
k) = [d̃(℘k,mk, Ĉ∗

k)]
2 + 〈Ĉ∗

k(℘k,mk),mk〉W
= [d(℘k, ℘̂

∗
k+1)]

2 + 〈℘̂∗
k+1,mk〉W (38)

and the velocity of the robot PDF in (18) can be approximated
using the WG metric

νk ≈ d(℘k, ℘̂
∗
k+1)

Δt
(39)

and the Lagrangian accounts for the energy consumption Ek.

VI. ADOC NUMERICAL IMPLEMENTATION

An efficient ADOC numerical solution, applicable to online
adaptation by the VLSR system, is presented in this section
under the following assumption.

Assumption 2: The set of Gaussian components in (19)
is a subset of the union set of collocation Gaussian compo-
nents GC = {gjc}Kj=1 and desired Gaussian components Gf =

{gjf}Lj=1

{gjτ}Nτ
j=1 ⊆ G, where G � GC ∪Gf (40)

provided k + 1 ≤ τ ≤ T .
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Based on the assumption above, ℘τ belongs to the subspace
of the GMM defined as

G̃(W, G) �
{
℘

∣∣∣∣ ℘ =

L+K∑
j=1

ωjgj,

L+K∑
j=1

ωj = 1,

0 ≤ ωj ≤ 1, gj ∈ G, j = 1, . . . , L+K

}
(41)

where K is number of collocation components, and, thus,
Nk+1 = L+K. Then, the metricW2 in (37) and (30) can be cal-
culated in advance and, since gjτ ∈ G for all τ = k + 1, . . . , T ,
the nonlinear program (NLP) in (30) can be solved using a
shortest-path algorithm on a nonnegative weighted directed
graph [36], [37]. At every time step k, the directed graph,
G = (G, E), is formed by assigning a node to each Gaussian
component in G, and by connecting all the nodes pairwise using
a set of edges E . The costs associated with the edges are defined
in terms of the OMF, such that

cı,j =

{
[W2(g

ı, gj)]2 + 〈gj,mk〉W if gj /∈ Gf

[W2(g
ı, gj)]2 if gj ∈ Gf .

(42)

Then, a shortest path of length of L̃j,j
k in (30) can be found that

connects node gjk+1 to gjf .
From (36), the optimal control law functional can be approx-

imated by solving the following optimization problem:

π̂∗
k = argmin

πk

L+K∑
j=1

[ Nk∑
ı=1

Lı,j
k πk(ı, j) +

L∑
j=1

L̃j,j
k π̃k(j, j)

]

(43)

and the optimal robot PDF can be approximated by

℘̂∗
k+1 =

Nk∑
ı=1

⎡
⎣ K∑

j=1

π̂∗
k(ı, j)g

j
c +

L∑
j=1

π̂∗
k(ı, j +K)gjf

⎤
⎦

=
K∑
j=1

(ω̂j
k+1)

∗gjc +
L∑

j=1

(ω̂j+K
k+1 )∗gjf (44)

where the joint probability constraint (35) is applied. Also, for
known costs of the Gaussian components motion, Lı,j

k and L̃j,j
k

(for all ı, j, j, and k), the approximation of the optimal value
functional only depends on πk and π̃k and the optimal control
functional can be determined using LP algorithms.

From (44), ℘̂k+1, is fully specified by L+K weights, many
of which are equal to zero or small in magnitude. Therefore,
the computational complexity can be significantly reduced by
neglecting Gaussian components with weights below a user-
specified threshold, and only the remaining components are
normalized to approximate the optimal robot PDF.

The computational complexity of the algorithm for approx-
imating the ADOC control law (analyzed in Section VII and
shown in Table II) can be further reduced for online implemen-
tation by adopting the following assumption.

Assumption 3: The Gaussian components used to approxi-
mate the control law ℘τ+1 = Ck(℘τ ), at every time step τ =

TABLE I
PERFORMANCE COMPARISON

TABLE II
COMPUTATIONAL COMPLEXITY COMPARISON

k, . . . , T − 1, are characterized by a transportation distance
below a user-defined positive threshold, dth, such that

E = {eı,j|gı, gj ∈ G and W2(g
ı, gj) < dth} (45)

and

πτ (ı, j) = 0 if W2(g
ı
τ , g

j
τ+1) > dth

ı = 1, . . . , Nτ , and j = 1, . . . , L+K (46)

where the joint probability πτ is an Nτ × (L+K) matrix, and
gıτ and gjτ+1 are the Gaussian components approximating the
robot PDF at consecutive times τ and (τ + 1), respectively.

Now, let the index set of the Gaussian components used in the
control law approximation be denoted by

Iı
τ = {j|j ∈ I, gj ∈ G, and W2(g

ı
τ , g

j) ≤ dth} ⊂ I (47)

where I = {1, . . . , L+K} is the index set of all components
in G. Then, from Assumption 3, (43) can be rewritten as

π̂∗
k = argmin

πk

Nk∑
ı=1

L∑
j=1

{∑
j∈Iı

k

[
Lı,j
k πk(ı, j) + L̃j,j

k π̃k(j, j)

]}

(48)

where

πk(ı, j) = 0, ı = 1, . . . , Nk and j /∈ Iı
k (49)

π̃k(j, j) = 0, j = 1, . . . , L and j ∈ IC
k (50)

and

IC
k = {j|j ∈ I and j /∈ Ik}, Ik � ∪Nk

ı=1Iı
k (51)

such that (34)–(35) are satisfied. As a result, the LP in (48) can
be solved using only |Ik| × L shortest-paths, where “| · |” is the
cardinality operator.

Because the robot PDF velocity (39) depends on the colloca-
tion Gaussian components, the distance between two sequential
robot distributions is divided evenly by a user-defined interval,
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D, and other robot distributions are obtained via interpolation.
In particular, let the PDF distance d(℘k, ℘̂

∗
k+Tk

) be divided into
Tk = �d(℘k, ℘̂

∗
k+Tk

)/D� intervals, where “�·�” is the ceiling
operator. Then, (Tk − 1) robot PDFs are can be obtained via
interpolation between each pair of Gaussian components, gık and
gjk+Tk

, ı = 1, . . . , Nk and j = 1, . . . , Nk+Tk
, as shown in [32],

and the robot PDF velocity can be approximated by

ντ ≈ d(℘k, ℘̂
∗
k+Tk

)

Tk ·Δt
≈ D

Δt
� v̄, k ≤ τ ≤ k + Tk. (52)

Then, the robot PDFs travel with a relatively smooth velocity
field and when D  d(℘k, ℘̂

∗
k+Tk

) the PDF velocity can be
treated as a constant.

Furthermore, considering that there are Tk time steps from℘k

to ℘̂∗
k+Tk

, the costs associated with the edges in (42) is modified
as

cı,j =

⎧⎪⎨
⎪⎩
[W2(g

ı, gj)]2 + 〈gj,mk〉W
+
∑Tk−1

n=1 〈gnı,j,mk〉W if gj /∈ Gf

[W2(g
ı, gj)]2 if gj ∈ Gf

where gnı,j, n = 1, . . . , Tk − 1, are obtained via interpolation
between gı and gj ∈ G.

A. Optimal Robot Control Law

Once the optimal evolution of the VLSR macroscopic state,
represented here by the time-varying robot PDF, is obtained
at a time step k, it can be used by each robot to compute
a local optimal control law. For cooperative robots, the opti-
mal PDF depends on the robot relative positions, and, thus,
each robot control law also depends on the positions of other
robots in the system. A centralized artificial potential field
(APF) approach is adopted here that computes the microscopic
robot control inputs for all N robots, represented by the vector
Uk = [uT

k,1 · · ·uT
k,N ]T , so as to meet the desired PDF ℘̂∗

k+1 at
the next time step, based on the observed robot microscopic
states Xk = [xT

k,1 · · ·xT
k,N ]T .

The attractive potential designed to “push” the robots toward
the desired PDF is given by

Uatt =

∫
W

[
℘̂∗
k+1(x)− γ℘̃k+1(x;Xk,Uk)

]2
dx (53)

where ℘̃k+1(·) is the predicted robot PDF at time (k + 1)
conditioned on the observed robots’ positions and controls (Xk

and Uk). γ is a scalar parameter that determines the scattering
strength of the robots chosen, such that 0 < γ ≤ 1. The KDE
method can be used to estimate the robot PDF at the present time
(k) based on the VLSR observed position vector Xk [4], [5].

The repulsive potential is designed to “pull” the robots away
from obstacles and from each other, in order to avoid collisions.
Let ρi denote the minimum Euclidian distance between the robot
position xk,i and the obstacle region B̂(k) estimated from the
latest OMF, mk. Then, the repulsive obstacle potential for the
ith robot is

U i
obs =

1

2

(
1

ρi
− 1

�

)2

· 1(ρi, �)

where � is a distance threshold used to create a region of
influence within which obstacles repel robots, and 1(ρi, �) is
an indicator function that equals one if ρi ≤ �, and equals
zero otherwise. Also, let ρi,� = ‖xk+1,i − xk+1,�‖ represent the
distance between predicted robot positions xk+1,i and xk+1,�

(i �= �). Then, a repulsive potential between robots is obtained
as follows:

U i,�
rob =

1

2

(
1

ρi,�
− 1

ϕ

)2

· 1(ρi,�, ϕ) (54)

where ϕ is a distance threshold used to create a region of
influence within which each robot repels other robots.

Then, the total VLSR potential field can be obtained from a
weighted combination of the attractive and repulsive potentials

U = w1 · Uatt + w2 · Urep (55)

where w1 and w2 are user-defined weights representing the
desired tradeoff between attractive and repulsive objectives, and

Urep =

N∑
i=1

U i
obs +

∑
1≤i�=�≤N

U i,�
rob. (56)

Once the potential field in (55) is determined from the desired
robot PDF, the robot control inputs at time k are computed
according to the (microscopic) control law

uk,i = − ∂U

∂uk,i
, i = 1, . . . , N (57)

which is designed to minimize the potential function U by a
local gradient-based approach, summarized in Algorithm 1.

VII. ADOC ALGORITHM ANALYSIS

The ADOC approach is designed based on a novel value
functional defined in (11), where the policy is updated at each
time step, indexed by k. Because the ADOC solution is obtained
online, the optimal policy Π∗

k is obtained incrementally by
minimizing the value functional in (11) with respect to Ck, where
the control law history Π∗

k−1 is given. This observation, along
with the results in the previous section, is used to find a lower
bound on the optimal value functional according to the following
theorem.

Theorem 2 (Lower bound on optimal value functional):
Given the OMF Mk at the kth time step, the optimal value
functional V∗

k(℘l,Mk) provides a lower bound for all optimal
value functionals obtained during previous time steps, such that

V∗
k(℘l,Mk) ≤ V∗

q(℘l,Mk), 0 ≤ q ≤ k and 0 ≤ l ≤ T

for all ℘l ∈ P(W).
The proof of Theorem 2 is provided in Appendix B.
Now, let

J̃(Πk) � Vk(℘0,MT−1), 0 ≤ k < T (58)

denote the ADOC cost function associated with Πk given ℘0

and MT−1. From (8), it can be shown that

J(℘0:T ) = J̃(ΠT−1) = VT−1(℘0,MT−1) (59)
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Algorithm 1: ADOC Numerical Implementation.
Initialization:
Initialize the set of K collocation Gaussian components,
GC

Construct the directed graph G = (G, E)
Let Tk = 0, l = 0, and k = 0
Procedure:

1: while (k ≤ T ) and (℘k �= ℘f ) do
2: Update mk using environmental observations
3: if l == Tk then
4: Compute ∪Nk

ı=1{Lı,j
k |j ∈ Iı

k} from (37)
5: Update G according to (53)
6: Compute {L̃j,j

k |j ∈ Ik and j = 1, . . . , L} by
finding shortest path in G

7: Obtain π̂∗
k by solving the LP problem in (48)

8: Approximate ℘̂∗
k+Tk

from π̂∗
k according to (44)

9: Let Tk = �d(℘k, ℘̂
∗
k+Tk

)/D�
10: l = 0
11: Generate robot PDFs by interpolating between ℘k

and ℘̂∗
k+Tk

12: end if
13: Update the interpolation offset step, l = l + 1
14: Update the next robot PDF, ℘̂∗

k+1

15: Generate Uk according to (57)
16: Update Xk+1 according to (5) and (6)
17: Update time step, k = k + 1
18: end while

and that the ADOC cost function associated with Π∗
k for

0 ≤ k < T converges to an upper bound of the minimum cost
function J(℘∗

0:T ), as stated in the following corollary.
Corollary 2.1: For any two ADOC optimal policies, Π∗

k

andΠ∗
q , where 0 ≤ q ≤ k ≤ (T − 1), the following inequalities

hold:

J(℘∗
0:T ) ≤ J̃(Π∗

T−1) ≤ J̃(Π∗
k) ≤ J̃(Π∗

q) (60)

and, thus, it follows that the optimal ADOC cost function J̃(Π∗
k)

converges monotonically to J̃(Π∗
T−1), which is an upper bound

of the optimal cost function.
Corollary 2.1 can be easily proven from (58) and Theorem 2,

by applying the optimal control law functional in (13). J(℘∗
0:T )

is obtained by minimizing (8) with respect to ℘0:T , while the
policy Π∗

k is improved incrementally by updating only one
control law functional at every time step, up to time (T − 1).
Hence, Π∗

T−1 is a suboptimal solution.
Furthermore, the ADOC approach relies on approximating

the upper bound of the value functional (Theorem 1). The
optimal control law is approximated at each time step by solving
(36). To reduce the computational complexity and obtain a
tractable solution, the upper bound of the value functional is
calculated only once per OMF, and is not updated iteratively as
in conventional ADP approaches. Finally, the performance of
the ADOC approach also depends on the choice of collocation
Gaussian components. Although the uniform grid adopted in this

Fig. 1. VLSR system must travel from the initial robot distribution in
(a) to the goal robot distribution in (b) avoiding obstacles sensed in situ,
starting with the initial OMF (c) and learning the actual OMF (d) online.

Fig. 2. Evolution of robot PDF optimized by ADOC, shown at four
sample moments in time, where the gray regions represent the obstacle
map updated online based on onboard sensor measurements.

article provides good performance, adaptive and multiresolution
methods will be the subject of future research.

VIII. SIMULATIONS AND RESULTS

The effectiveness of the ADOC approach is demonstrated on
a VLSR system comprised of N = 500 mobile robots charac-
terized by single-integrator dynamics

ẋi(t) = ui(t), xi(t0) = xi0 , i = 1, . . . , N (61)

where xi = [xi yi]
T is the robot position, xi and yi are the

robot xy-coordinates in inertial frame, and the control input
ui is a vector of linear velocities in the x- and y-directions.
The VLSR system must travel from a given initial distribution
℘0 =

∑Q
ı=1 ω

ı
0g

ı
0 to a desired distribution ℘f =

∑L
j=1 ω

j
fg

j

while avoiding collisions with partially unknown or uncertain
obstacles in the ROI, W = [0,W ]× [0, H], where Q = 4, L =
3, W = 20 km, and H = 16 km.

The initial and desired robot PDFs are shown in Fig. 1(a) and
(b), respectively. At the initial time t0, 500 robots characterized
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Fig. 3. Robot trajectories and final positions (diamonds) obtained by
(a) ADOC, (b) PDF-APF, (c) SAPF, and (d) SPP, for the same set of
initial positions (circles), and the same time-varying OMF (grey region).

by the distribution ℘0 [Fig. 3(a)] begin traveling through the
ROI based on the OMF shown in Fig. 1(c). The actual obstacle
region, shown in Fig. 1(d) is not yet available to them and,
for example, the robots are unaware of the blocked passage
in the upper-right corner of the ROI. Using an onboard range
sensor characterized by an FOV with r = 1 km, the robots are
able to update their knowledge of the obstacles and fuse their
measurements to update the OMF incrementally over time.

An online ADOC solution to this VLSR path planning prob-
lem is obtained by using the set of K collocation Gaussian
components

Gc =

{
gc = N (μ,Σ)

∣∣∣μ = [ξ − 0.5, ζ − 0.5]km

for ξ = 1, 2, . . . ,W and ζ = 1, 2, . . . , H

and Σ =

[
0.5 0

0 0.5

]
km2

}
. (62)

The component distance threshold is chosen as dth = 4 km, and
time is discretized using an interval Δt = 0.01 hr. A relatively
constant distribution velocity in (52) is obtained by letting D =
0.05 km. Finally, the individual (microscopic) control law is
obtained by constructing attractive and repulsive potentials with
user-defined parametersγ = 0.85,� = 0.3 km, andϕ = 0.1 km.

An example of ADOC solution is plotted in Fig. 2 along with
the OMF, which is updated based on in situ measurements at
every time step Δt and is shown by the gray obstacle region. It
can be seen in Fig. 2(b) that, after approximately three hours,
the blocked passage is observed by robots. Thanks to the ADOC
approach, the VLSR system is able to adapt in real time and find
a new optimal solution that allows the robots to reach the desired
distribution efficiently [Fig. 2(c)–(d)].

A. Performance Comparison

To the best of the authors’ knowledge none of the existing
VLSR methods are applicable to the online planning and con-
trol problem tackled in this article (described in Section II).
For comparison, three methods are developed by extending
state-of-the-art techniques referred to as PDF-based APF (PDF-
APF), sampling-based APF (SAPF), and sampling-based path-
planning (SPP). In the PDF-APF approach, an attractive po-
tential field is generated by replacing ℘̂∗

k+1(x) in (53) with
the desired PDF ℘f . Subsequently, APF robot control laws
are obtained by means of the gradient-descent method shown
in (57), based on the same online OMF used by the ADOC
algorithm.

In the SAPF approach, the desired final robot positions, de-
noted by the set Xf = {xf,i}Ni=1, are first obtained by sampling
℘f . Subsequently, since the robots are interchangeable, the
desired positions are used to generate individual robot attractive
potentials, and, thus, to control the robots independently of
each other. In the SPP approach, the robot positions in the
set Xf = {xf,i}Ni=1 are paired with the initial robot positions
in X0 = {xi(t0)}Ni=1 based on the shortest relative distance.
Subsequently, a shortest-path algorithm is used at every time step
(k) to find the best robot trajectory based on the latest OMF, mk.
All methods avoid collisions by means of the repulsive potentials
in (56). For comparison, the robot velocities are chosen to abide
to ‖ui‖ = 5 km/hr for all i, although in principle they too
could be optimized via ADOC in order to minimize energy
consumption. Similarly, the same user-defined parameters, �,
ϕ, and dth, are used in all four methods and the same maximum
time Tf = 2000 is adopted.

Fig. 3(a)–(d) shows the VLSR trajectories obtained for the
500 robots using ADOC, PDF-APF, SAPF, and SPP. It can be
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seen that using ADOC and SPP the robots are able to reach
the goal distribution in the allotted time, while with PDF-APF
and SAPF many of the robots fall behind or remain stuck
nearby some of the obstacles found in situ. Table I shows the
VLSR performance obtained by the four methods . All of the
simulations are conducted on the same computer with an 18-core
CPU and 16 G RAM. It can be seen that the solution time, T ,
required by the robots to reach the goal PDF is significantly lower
for ADOC than for all other methods. The total runtime is also
significantly reduced by ADOC despite its ability to optimize the
VLSR system performance (not afforded by other methods). The
optimized ADOC performance can be assessed by computing
the average cost-to-go

D̄(k) =
1

N

N∑
i=1

T−1∑
τ=k

‖xi [(τ + 1)Δt]− xi(τΔt)‖ (63)

and the average energy-cost per kg

Ē(k) =
η

2N

N∑
i=1

k∑
τ=1

[‖xi(τΔt)− xi [(τ − 1)Δt] ‖
Δt

]2
(64)

where η is a unit-conversion factor. As shown in Table I, despite
using the same knowledge of the obstacle region, by leveraging
new optimality conditions derived from Bellman’s optimality
principle, the ADOC approach allows the cooperative robots to
minimize time, distance traveled, and energy consumption.

B. Computational Complexity Comparison

The results shown in Table I show that the time required to
obtain the ADOC solution is significantly lower than the time
required by other methods of solution. This section derives the
computational complexity of each algorithm, summarized in
Table II. As a first step, the computational complexity required
by the construction of the artificial potentials at the kth time
step is analyzed. Let Bk denote the number of collocation
points evenly sampled on the updated OMF contours at the
kth time step, as well as on the ROI boundaries, ∂W . Then,
the (microscopic) robot control law computation at the kth
time step requires the times shown in Table II, based on both
repulsive and attractive potential fields. Because Nk  N and
L  N , computing the robot control law requires time O(N2)
for all four methods. The square power results from the artificial
potential calculation and, therefore, when robots are outside
the potential’s region of influence the computational complexity
decreases to O(N).

From [36] and [37], the computational complexity of search-
ing a directed graph G = (G, E) for the shortest path connecting
two of its nodes is O(|E|+ |G| log |G|). Letting ESPP

i and GSPP
i

denote the set of arcs and nodes generated by the SPP algorithm
for every robot i, the computation required by the path-planning
ADOC and SPP methods at every time step k is found to
be as shown in Table II. Therefore, when Nk · |Ik| · L < N ,
ADOC requires significantly less computation than SPP, be-
cause typically L  K. Furthermore, since Nk, |Ik|, and L are
independent of the number of robots (N ), the ADOC approach

developed in this article is scalable to very large systems of
cooperative robots.

IX. CONCLUSION

This article develops a novel adaptive optimal control ap-
proach, referred to as ADOC, that is applicable to online coop-
erative VLSR systems applications, such as sensing and naviga-
tion. Unlike existing adaptive dynamic programming and adap-
tive control approaches, ADOC is developed to solve environ-
mental adaptation problems in which the system performance,
represented by the Lagrangian of the cost function, changes over
time due to in situ measurements and observations. By opti-
mizing the spatio-temporal evolution of the VLSR macroscopic
state, such as the robot PDF, the ADOC approach provides online
solutions that scale up to very large numbers of cooperative
robots. The novel technical contributions in this article show
that the online adaptive control of multiscale dynamical systems
can be formulated as a new adaptive dynamic programming
problem in the Wasserstein-GMM space, thus allowing for the
application of OMT theory. The numerical simulation results
presented in this article show that ADOC not only outperforms
other VLSR planning methods, by optimizing the macroscopic
system performance incrementally over time but it also reduces
the solution time and the total amount of time required by the
robots to complete the desired task.

APPENDIX A
UPPER BOUND OF OPTIMAL VALUE FUNCTIONAL

Proof: First, consider the case of k + 1 < T . According to
(25), the value functional Vk(℘k+1,mk, C̃k) associated to C̃k,
which is described in (26) and (27), can be expressed by

Vk(℘k+1,Mk, C̃k) = [d(℘T , ℘f )]
2

+
T−1∑

τ=k+1

[
d̃(℘τ ,mk, C̃k)

]2
+

T−1∑
τ=k+1

〈℘τ+1,mk〉W . (65)

According to (22), the following inequality is obtained:

[d(℘T , ℘f )]
2 ≤

Nk+1∑
j=1

L∑
j=1

[
W2(g

j
T , g

j)
]2

π̃k(j, j). (66)

By recursively applying (26) and (27), the term,
[d̃(℘τ ,mk, C̃k)]2, k + 1 ≤ τ ≤ T − 1, can be expressed
as

[
d̃(℘τ ,mk, C̃k)

]2
=

Nk+1∑
j=1

Nk+1∑
ı=1

[W2(g
j
τ , g

ı
τ+1)]

2πk(j, ı)

=

Nk+1∑
j=1

[
W2(g

j
τ , g

j
τ+1)

]2
ωj
k+1

=

Nk+1∑
j=1

L∑
j=1

[
W2(g

j
τ , g

j
τ+1)

]2
π̃k(j, j).

(67)
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Substituting (66) and (67) into (65), one can have

Vk(℘k+1,Mk, C̃k) ≤
Nk+1∑
j=1

L∑
j=1

{[
W2(g

j
T , g

j)
]2

+
T−1∑

τ=k+1

[
W2(g

j
τ , g

j
τ+1)

]2
+

T−1∑
τ=k+1

〈gjτ ,mk〉W
}
π̃k(j, j).

(68)

Because (68) holds for any trajectories of Gaussian components
from gjk+1 to κj , j = 1, . . . , Nk+1 and j = 1, . . . , L, the follow-
ing inequality can be obtained:

Vk(℘k+1,Mk, C̃k) ≤
Nk+1∑
j=1

L∑
j=1

min

{[
W2(g

j
T , g

j)
]2

+
T−1∑

τ=k+1

[
W2(g

j
τ , g

j
τ+1)

]2
+

T−1∑
τ=k+1

〈gjτ ,mk〉W
}
π̃k(j, j)

=

Nk+1∑
j=1

L∑
j=1

L̃j,j
k π̃k(j, j). (69)

Next, consider the case of k + 1 = T . According to (66), the
upper bound of Vk(℘T ,Mk, C̃k) is expressed by

Vk(℘T ,Mk, C̃k) ≤
Nk+1∑
j=1

L∑
j=1

[
W2(g

j
T , g

j)
]2

π̃k(j, j)

=

Nk+1∑
j=1

L∑
j=1

L̃j,j
k π̃k(j, j). (70)

Finally, considering the definition of the optimal value func-
tional, the theorem is proved.

APPENDIX B
LOWER BOUND OF OPTIMAL VALUE FUNCTIONAL

Proof: First, consider the case of q = k − 1, 0 < k < T , and
k ≤ l < T . From any robot PDF℘l, by using the optimal control
law functional obtained at the qth time step, C∗

q , recursively, a
trajectory of robot PDFs {℘τ}Tτ=l are generated associated with
the OMF mk.

In addition, consider the optimal value functional
V∗
k(℘l,Mk), k ≤ l < T . According to (11) and the Bellman

equation, V∗
k(℘l,Mk) can be expressed by

V∗
k(℘l,Mk) = min

℘l+1

[L (℘l,mk, ℘l+1) + V∗
k(℘l+1,Mk)]

= L (℘l,mk, ℘
∗
l+1) + V∗

k(℘
∗
l+1,Mk)

≤ L (℘l,mk, ℘l+1) + V∗
k(℘l+1,Mk) (71)

where ℘l+1 = C∗
q(℘l,mk) and ℘∗

l+1 = C∗
k(℘l,mk).

By recursively utilizing (71), the following inequality is ob-
tained:

V∗
k(℘l,Mk) ≤ L (℘l,mk, ℘l+1) + V∗

k(℘l+1,Mk)

≤ L (℘l,mk, ℘l+1)

+ L (℘l+1,mk, ℘l+2) + V∗
k(℘l+2,Mk)

. . .

≤
T−1∑
τ=l

L (℘τ ,mk, ℘τ+1) + V∗
k(℘T ,Mk)

=

T−1∑
τ=l

L (℘τ ,mk, ℘τ+1) + V∗
q(℘T ,Mk)

= V∗
q(℘l,Mk), k ≤ l < T (72)

where V∗
k(℘T ,Mk) = V∗

q(℘T ,Mk) = [d(℘T , ℘f )]
2 according

to (11). Because this holds for l = T as well, according to (11),
(72) can be rewritten by

V∗
k(℘l,Mk) ≤ V∗

q(℘l,Mk), k ≤ l ≤ T. (73)

Next, consider the case of q = k − 1 and 0 ≤ l ≤ q. Assume
that the optimal policy Πq exists, which includes a sequence
of optimal control law functionals C∗

τ , τ = l, . . . , q. By using
these optimal control law functionals sequentially, a trajectory
of robot PDFs {℘τ}qτ=l is generated associated with {mτ}qτ=l.
Moreover, similarly, by using the optimal control law functional
C∗
q recursively, a trajectory of robot PDFs {℘τ}Tτ=q is generated

from ℘q to ℘T associate with mk. Thus, a trajectory of robot
PDFs, {℘τ}Tτ=l is generated from ℘l to ℘T .

Again, according to (11) and the Bellman equation,
V∗
k(℘l,Mk) can be expressed by

V∗
k(℘l,Mk) =

q∑
τ=l

L (℘τ ,mτ , C∗
τ ) + V∗

k(℘k,Mk)

≤
q∑

τ=l

L (℘τ ,mτ , C∗
τ ) + V∗

q(℘k,Mk)

= V∗
q(℘l,Mk), 0 ≤ l ≤ q (74)

where the inequality is obtained by applying (73). Merging (73)
and (74), it is shown that for q = k − 1

V∗
k(℘l,Mk) ≤ V∗

q(℘l,Mk), 0 ≤ l ≤ T. (75)

Finally, by recursively applying (75), the theorem is proved.
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density estimation with Gaussian kernels,” Pattern Recognit., vol. 44,
no. 10/11, pp. 2630–2642, 2011.

[36] M. L. Fredman and R. E. Tarjan, “Fibonacci heaps and their uses in
improved network optimization algorithms,” J. ACM, vol. 34, no. 3,
pp. 596–615, 1987.

[37] M. Thorup, “Integer priority queues with decrease key in constant time and
the single source shortest paths problem,” J. Comput. Syst. Sci., vol. 69,
no. 3, pp. 330–353, 2004.

Pingping Zhu (Member, IEEE) received the
B.S. degree in electronics and information en-
gineering and the M.S. degree from the Insti-
tute for Pattern Recognition and Artificial Intel-
ligence, Huazhong University of Science and
Technology, Wuhan, China, in 2006 and 2008,
respectively, and the Ph.D. degree in electrical
and computer engineering from the University
of Florida, Gainesville, FL, USA, in 2013.

He is currently an Assistant Professor with
the Department of Computer Science and Elec-

trical Engineering, Marshall University, Huntington, WV, USA. He was a
Research Associate with the Department of Mechanical and Aerospace
Engineering, Cornell University, Ithaca, NY, USA. His research interests
include approximate dynamic programming, reinforcement learning, sig-
nal processing, information theoretical learning, machine learning, arti-
ficial intelligence, and neural networks.

Chang Liu received the B.S. degrees (dou-
ble major) in electrical engineering and ap-
plied mathematics from Peking University, Bei-
jing, China, in 2011, the M.S. degrees in me-
chanical engineering and computer science,
and the Ph.D. degree in mechanical engineer-
ing from the University of California, Berkeley,
CA, USA, in 2014, 2016, and 2017, respec-
tively.

He is currently a Postdoctoral Associate with
the Sibley School of Mechanical and Aerospace

Engineering, Cornell University, Ithaca, NY, USA. His research interests
include planning and decision-making of robots, multiagent systems,
state estimation and prediction, computer vision, and human–robot col-
laboration.

Silvia Ferrari (Senior Member, IEEE) received
the B.S. degree from Embry–Riddle Aeronauti-
cal University, Daytona Beach, FL, USA, and the
M.A. and Ph.D. degrees from Princeton Univer-
sity, Princeton, NJ, USA.

She is currently a John Brancaccio Professor
of Mechanical and Aerospace Engineering with
Cornell University, Ithaca, NY, USA. She was
a Professor of Engineering and Computer Sci-
ence with Duke University, Durham, NC, USA,
and the Founder and Director of the NSF Inte-

grative Graduate Education and Research Traineeship and the Fellow-
ship program on Wireless Intelligent Sensor Networks. Her research
interests include robust adaptive control of aircraft, learning and ap-
proximate dynamic programming, and optimal control of mobile sensor
networks.

Dr. Ferrari is a Fellow of American Society of Mechanical Engineers,
an Associate Fellow of the American Institute of Aeronautics and As-
tronautics, and a Member of Society of Photo-Optical Instrumentation
Engineers and Society for Industrial and Applied Mathematics. She was
the recipient of the Office of Naval Research Young Investigator Award
in 2004, the National Science Foundation CAREER Award in 2005, and
the Presidential Early Career Award for Scientists and Engineers Award,
in 2006.

Authorized licensed use limited to: Cornell University Library. Downloaded on March 10,2022 at 22:36:22 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


