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Directional Sensor Planning for Occlusion Avoidance

Jake Gemerek
Wijk

Abstract—Directional sensors, such as video cameras, have be-
come ubiquitous to many autonomous robots applications, such as
monitoring and surveillance. The performance of these sensors and
processing algorithms, however, may be hindered by the presence of
objects that block visibility. This article presents a novel approach
for planning the path of a mobile directional sensor deployed to
observe multiple targets distributed in an environment populated
with multiple obstacles and occlusions. Unlike existing art gallery
or watchman’s route methods, the visibility theory and motion
planners developed in this article account for both line-of-sight
visibility and bounded field-of-view constraints, and can provide
obstacle avoidance based on robot geometry and Kkinodynamic
constraints. The computational complexity analysis and exper-
iments on a camera-equipped drone demonstrate that, despite
the challenging geometric characteristics of directional C-targets,
the approach scales to real-world problems. Furthermore, when
compared to algorithms inspired by traveling salesman and target
coverage approaches, the directional visibility planners presented
in this article are significantly more effective both at guaranteeing
complete target visibility and at minimizing distance traveled.

Index Terms—Avoidance, camera, coverage, directional, line of
sight (LOS), obstacle, occlusion, path planning, sensor, visibility,
target.

1. INTRODUCTION

IRECTIONAL sensors are characterized by a preferred
D sensing direction that may be interrupted by the presence
of occlusions [1]. Examples include but are not limited to monoc-
ular cameras [2], [3], stereo cameras [4], [5], radar [6], active
sonar [7], [8], neuromorphic vision sensors [9], [10], and many
other imaging sensors. When the sensor position and orientation
is known, the visibility of a target at a known location and in the
presence of potential occlusions can be established by check-
ing the line-of-sight (LOS) visibility requirement. Directional
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sensors are typically characterized by a bounded field of view
(FOV) that limits the range and opening angle of its visibility
region. Therefore, when the sensor is installed on a mobile robot,
its position and orientation along the robot path can greatly
influence the quality of the images. Planning an effective path is
especially important when targets must be observed repeatedly
over time, e.g., in demining [7], [11] and monitoring of gas
pipelines and marine structures [8], [12], [13], or when collisions
and occlusions present a safety hazard, e.g., in autonomous
vehicles [14], digital agriculture [15], and monitoring of indoor
or urban environments [2], [16].

Methods that account for LOS visibility include solutions
to the art gallery problem (AGP) [17] and the watchman’s
route problem (WRP) [18]. AGP solutions seek to determine
the minimum number of stationary omnidirectional cameras
required to simultaneously view a set of targets in a polygonal
workspace characterized by occlusions [17]. Because AGP solu-
tion approaches do not obtain visibility representations in closed
form, they are not applicable to mobile sensors and do not take
into account bounded FOVs or obstacles to be avoided by the
robot on which the sensor is installed. WRP methods check the
LOS requirement while searching for the shortest path that maps
the entire workspace by following the gradient of visibility-level
set functions [18]. Although relevant to the LOS requirement
used here, WRP and AGP methods are not applicable, nor scale
up to mobile sensors observing a set of point targets, and cannot
be modified to account for the bounded geometry of the FOV.

The new visibility theory and sensor path planning algorithms
developed in this article allow us to take into account both LOS
and bounded FOV requirements while optimizing the distance
traveled by the mobile sensors and avoiding collisions with ob-
stacles. The approach is demonstrated on a benchmark problem
that consists of observing a set of targets located at known
and fixed positions in the sensor workspace. The construction
of visibility regions presented in this article is obtained by
extending the geometric concepts known as C-targets [19]-[21]
and coverage cones [16], [22] to directional sensors. Using the
coverage cone and convex hull of the occlusion, a directional
visibility region can be obtained in closed form as a function
of the target and sensor positions (see Section III), excluding a
so-called “shadow region” that precludes LOS visibility inside
the FOV.

The resulting visibility regions are shown to amount to subsets
of the free configuration space that are possibly intersecting, con-
cave, and may exhibit holes. As a result, they cannot be utilized
by existing planning algorithms (e.g., [3], [19], [20], [23]-[26]).
A novel approach for constructing a directional visibility graph
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Fig. 1. Robot geometry, A, and sensor FOV, S, described relative to body
frame F 4 and operating in a workspace with inertial frame Fyy.

from visible target labels is presented in Section III-C. Four new
directional visibility planners are developed in Section IV and
analyzed in Section VI. These new methods are demonstrated
and implemented on an autonomous quadrotor equipped with
a monocular camera and computer vision algorithms using nu-
merical simulations in Unreal Engine [27] and, then, in physical
experiments (see Section VII-B). The results in Section VII
show that the directional sensor planning algorithms developed
in this article find efficient paths that avoid obstacles and view all
targets, both in outdoor and indoor complex environments. Fur-
thermore, the new directional connectivity and pruned visibility
(PV) graph planners presented in Sections IV-A and IV-B are
highly effective at minimizing the distance traveled, allowing the
drone to find the shortest path that yields correct identification
of all targets via region-based convolutional neural network
(R-CNN) [28].

II. PROBLEM FORMULATION AND ASSUMPTIONS

This article considers the problem of planning the path of
a mobile directional sensor, such as a camera-equipped drone,
deployed to observe multiple targets for purposes such as clas-
sification or surveillance. For illustration purposes, the robot-
mounted sensor is assumed to be operating in a workspace that
is closed, bounded, and 2-D, denoted by W C R2. This latter
assumption holds for ground robots, as well as aerial robots that
can operate in steady-level flight, at an altitude commensurate to
the sensor FOV (see Fig. 1). In this article, it is assumed that the
2-D workspace is populated with M opaque and solid objects,
B; C W, indexed by j € J, J = {1,..., M}, that constitute
occlusions for the sensor and obstacles for the robot.

For simplicity, it is assumed that all M opaque objects are
known, convex, polygonal, and fixed with respect to V. For non-
convex and nonpolygonal objects, the approach can be applied
by first approximating their geometry as a bounding polygonal
approximation and, then, by decomposing it into convex polyg-
onal objects, e.g., obtaining a so-called bounding rectangloid
decomposition (see [20] for more details). The sensor must
explore the workspace in order to observe N stationary targets
(objects) of interest that are each located at a known position
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Perspective View

Top-Down View

Fig. 2. Sensor FOV 2-D parameterization with apex s € WV, opening angle
a € S, and (maximum) range 7 > 0.

x; € W,wherei € Z,andZ = {1,..., N}. The present formu-
lation, which can be viewed as an extension of the AGP [17]
to mobile sensors, is applicable to a number of modern surveil-
lance systems in which environmental maps are first obtained
through stationary or remote sensors and, then, a mobile sensor
is deployed on site to obtain additional target information, such
as action/object classification (see Section VII).

The sensor is mounted on a mobile robot, such as a ground,
aerial, or underwater robot, with arigid geometry A C W. Then,
every point in A and every point in the sensor FOV, S C W, can
be represented by the position and orientation of the moving
body frame F 4 relative to an inertial frame ), embedded in W,
with origin Oyy. Assume that F 4 is embedded in .4 with origin
O 4 at the sensor location (e.g., camera pinhole), as illustrated
in Fig. 1. The sensor is assumed to be fixed with respect to .4,
such that the sensor position s € W and orientation § € S are
represented by the robot configuration, definedas q = [s7 6]7T.

Directional sensors, such as monocular or stereo cameras, or
active sonar and radar, are characterized by a preferred sensing
direction and, thus, are only able to observe a target if it satisfies
LOS visibility and is inside the sensor FOV defined as follows.

Definition I1.1 (FOV): For a sensor characterized by configu-
ration q = [s” 6]7, the sensor FOV is a rigid object that can be
described by a closed and bounded subset S(q) C YV in which
the sensor may obtain target measurements.

In this article, the sensor FOV S is modeled by a sector with
opening angle « € [0, 27) and radius 7 > 0, representing the
sensor aperture and maximum range, respectively. The sector
apex coincides with the sensor position (e.g., camera pinhole),
s € W, as shown in Fig. 2. Target LOS visibility, defined in the
following, requires that, in addition to being inside the FOV, the
target is free of occlusions caused by opaque obstacles (13;), as
schematized in Fig. 3.

Definition 11.2 (LOS): Given an opaque object B; C W, a
target at x € VYV is in the LOS of a directional sensor with apex
ats € W if and only if

L(s,x)NB; =0 (1)

where L(s,x) = {(1 —~)s + yx|y € [0,1]} is a line segment
connecting the sensor position, s, to the target at x.
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Fig. 3. Opaque object B; occludes a target at x; for a given sensor apex, s.
AN
-
X
S(a)
Visible Region
Fig. 4. Example of visible target, x, in the presence of one opaque obstacle,

B, occluding a portion of the sensor FOV, S.

Therefore, given a sensor with apex s and FOV S(q), a target
positioned at x is said to be visible if and only if x € S(q) and
L(s,x) N B; = (Qforall j € J (see Fig. 4). For a mobile sensor,
the configuration space is the space C = SE/(2) of all configura-
tions q € C, defined with respect to /. As aresult, sensor plan-
ning consists of deciding the sequence of robot configurations
that avoids obstacle collisions for robot .A(q), and enables target
visibility for sensor S(q). The sensor’s configuration space C is
homeomorphic to the Special Euclidean group, SE(2), meaning
that the configuration space can be represented as any space
with the same topological properties as SE(2) [30]. Thus, the
configuration space is equivalently represented as C = W x S1,
and, because S! is 27-periodic and multiply connected, the
configuration space is also 27-periodic and multiply connected
in the direction of the sensor rotation angle.

Let the topology of C be induced by the distance metric

/ ’ n11l/2
D(a,d) 2 [(a—a)"W(q—dq)]" @
where
Wi 0 0
W20 w 0
0 0 w,
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and wy > 0and w, > 0 are translational and rotational weights,
respectively. Note that when w; = w, = 1, the distance metric
in (2) reduces to the Euclidian metric in R3. Having defined
the topology of C, the collision-free sensor path from an initial
to a final configuration, denoted by qq and q, respectively, is
obtained from the classic definition of a path in a topological
space [31], as follows.

Definition 11.3 (Path): A path from qq to qy is a continuous
map

7:10,1] = Ctree

with 7(0) = qp and 7(1) = qj.

The sensor motion is governed by an ordinary differential
equation that models the robot kinematic and dynamic con-
straints as follows:

q(t) = f[q(t)’ u(t)v ﬂ» q(tO) =0 (3)

where u(t) € U is the control vector, and & C R™ is the
m-dimensional space of admissible control inputs. The vector
function f(-) is obtained from a model of the robot that, for
simplicity, in this article is assumed to obey single-integrator
dynamics, such that f[-] = u(-). Then, letting the sensor path (1)
be described by a continuous piecewise-linear path, known as a
polygonal chain, with vertices (qo, q1, - - -, Qr ), the path length
can be computed using the distance metric in (2) as follows:

n—1

J(r) £ D(ar, qi41) “4)

k=0

The problem considered in this article consists of finding the
minimum-distance obstacle-free path such that every target in
W is visible, at minimum, at one sensor configuration, i.e.,

mTin J(T) (5)

sbj tox; € S(7(7)) A L(7(7),x;) N B; = {0} (6)
Vi € I, VJ S j,v’}/ S [07 1]; T(’}/) S Cfree @)

where A is the conjunction operator. When the goal is to min-
imize time or energy consumption, the above problem can be
modified to incorporate new objective functions along with robot
dynamic constraints that properly reflect speed, acceleration,
and power consumption, using the optimal control approach
reviewed in [1].

III. VISIBILITY THEORY

This article presents a novel theoretical framework for direc-
tional sensor planning that accounts for both LOS and bounded
FOV visibility constraints in closed form. Existing robot plan-
ning methods for obstacle avoidance consider the set of all
configurations that cause collisions between the robot A and an
obstacle B;, by mapping B; into the robot configuration space,
obtaining a C-obstacle defined as CB; = {q € C|B; N A(q) #
0} [30], [32]. As a result, the robot must travel in the free
configuration space, Cprec = C\ U]Ail CB;, which represents the
subset of C comprised of collision-free configurations. Similarly,
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existing sensor planning methods account for the bounded sen-
sor FOV § by mapping targets into the robot configuration space
obtaining C-targets, which, for point targets, can be defined as
CTi={a€Clx; € S(q)} [20], [21].

This article presents a new approach that takes into account
both the bounded sensor FOV and the LOS visibility con-
straints by constructing new directional visibility regions using
convexity theory. These visibility regions represent all sensor
configurations that enable target visibility in the presence of
occlusions comprised of opaque objects inside the sensor FOV.
Because these regions are concave and, often, enable observa-
tions from multiple targets simultaneously, existing planners
(reviewed in [33]) are not applicable. Instead, new constructs
referred to as “set visibility regions” are obtained and, then, used
to develop four new path planning methods (see Section IV) that
provide approximate solutions to the directional sensor planning
problem in (5)—(7).

A. Target Visibility

As a first step, visibility regions that guarantee both FOV and
LOS target visibility are obtained from the C-targets and the
coverage cone method first introduced in [22].

Definition I11.1 (Target Visibility Region): Given a directional
sensor with apex at s € WW and FOV geometry S(q), the visi-
bility region of a target at x; € ¥V in the presence of M opaque
objects B; (j =1,...,M) is defined as the subset of Cgee
that simultaneously satisfies the FOV and LOS target visibility
conditions

TVl = {q S Cfrcc|xi € S(Q),
L(s,x;)NBj =0 YjeJ} ®)

where L(s,x;) £ {(1 —7)s + vx;|y € [0,1]}.

The closed form expression for the target visibility region is
obtained in terms of the convex hull and coverage cone, using a
series of set operations described in this section. From convex
analysis [34], [35], given a nonempty subset A of a Euclidian
space, the “cone generated by A,” denoted by cone(A), is the
set of all nonnegative combinations of the elements of A. In the
2-D Euclidian space, the cone generated by the opaque object
B; and with origin at s € W\B;, is defined as

K(Bj,s) £ {az+ (1 — a)sla € R,z € B;} )

and referred hereon as coverage cone of B; [22].

Proposition 1I1.2: If B; is a convex polyhedral object, the
polyhedral coverage cone /C(B;, s) generated by B; with origin
at s is also convex.

See [36] for a proof.

Now, let the convex polygon B; be represented by a finite set
of vertices in WV denoted by {z1, ..., zx }. Then, the cone

ZJ EBj,ak >0

cone(B;,s) = { s+ Z ar(zk —S)

k=1

(10
is a polyhedral cone, where {z1, ...,z } are the generators of
the cone [36]. The coverage cone in (10) is also known as tangent
cone or cone of feasible directions of B; at s, and represents all
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cone(BB), s)

APy

S(a)

Fig. 5. Sensor shadow region (checkered color) and visibility region (orange)
obtained from the sensor FOV (pink) and the obstacle coverage cone (yellow).

line transversals of B; through s. The convex hull of 5;, defined
as

K
COHV(Bj) £ {Z ARz
k=1

represents the intersection of all convex sets containing B;.

Now, the coverage cone and convex hull of the opaque object
can be used to obtain the so-called shadow region (e.g., check-
ered region in Fig. 5), which represents the region of the sensor
FOV occluded by the object and is defined as follows.

Definition Il1.3 (Sensor Shadow Region): Given a sensor
FOV, S(q), modeled by a sector with apex at s, the sensor shadow
region with respect to an obstacle B; C WV is defined as

Dj(q) = {x € S(q)|L(s,x) N B; # 0}

where L(s,x) = {(1 — v)s + vx|y € [0,1]}.
From (12), it follows that the visibility region is the comple-
ment of D; in §

K
7y € Bj,a, > O,Zak = 1} (1)
k=1

12)

Vi(a@) = S(a)\ Dj(a) (13)

and represents the set of target positions that are visible to the
sensor at configuration q, as illustrated in Fig. 5.

From (10) and (11), it can be easily shown that the sensor
shadow region can be obtained by the following set operations:

Dj(a) = {cone(B;,s) \ conv(B;)} N S(q)
= {cone(B;,s) N S(a)} \ {conv(B; N S(q))}-

Because the coverage cone and sensor FOV always have the
same origin (apex), their intersection is a sector. Furthermore,
the intersection of a polygonal obstacle with the sensor FOV
is a convex polygon. Therefore, the above set operations can
be carried out efficiently for all obstacles in the workspace,
provided q is known.

When planning the sensor path, however, the configuration q
is not known a priori and the presence of multiple targets and
multiple obstacles must be taken into account simultaneously.
Therefore, consider an alternate representation of the shadow
region that is based on the known target position, x;, and

(14)
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X

{ae,10=0}

(a)

Fig. 6. (a) Visibility regions of two targets x1 and Xs at a fixed orientation 6.
(b) Top-down view of target visibility regions in configuration space.

represents all sensor configurations at which target ¢ is occluded
by obstacle B; despite being located inside the sensor FOV S(q),
ie.,

D(x;) = U (cone(Bj,x;) \ conv(B; U{x;}))
jeJ

£D; Viel. 15)

The above target shadow region is independent of the sensor
rotation and, thus, can be mapped from W to C as follows:

Di={q=[s" 0T eClseD;,0eS'} VYieZ (16)

Then, the visibility region of a target located at x; can be
computed from its shadow region and C-target

TV:i=CT:\D; Viel (17)

reintroducing the region’s dependency on the sensor orientation
().

In practice, the rotational component of the configuration
space 6 € [0, 2) is discretized into £ > 0 linearly spaced inter-
vals and the C-target and shadow region are computed as planar
geometries. Examples of target visibility regions are shown in
Fig. 6, where Fig. 6(a) shows two planar visibility regions at a
sample fixed rotation § = fand Fig. 6(b) shows the two visibility
regions in configuration space for the two target positions and
occlusion plotted in Fig. 6(a). By discretizing the rotational
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component of the configuration space into a collection of x 2-D
manifolds, existing computational geometry tools (such as [37])
can be applied to determine the visibility regions of all N targets
in the presence of M obstacles.

B. Set Visibility

Unlike C-targets [20], target visibility regions are typically
concave even for point targets and convex sensor FOVs. Further-
more, for dense target environments and/or long-range sensors,
multiple visibility regions may intersect giving rise to valuable
subsets of the free configuration space that enable simultaneous
observations from multiple targets. As a result, by visiting
these regions, the robot is able to avoid occlusions and obtain
measurements (e.g., images) from multiple targets that appear
simultaneously inside its FOV. For this reason, after computing
the visibility regions 7V, (i = 1, ..., N)forall known targets in
W, it is convenient to determine their intersections as explained
in this section.

For N target visibility regions that are not mutually disjoint,
every region of intersection can be associated with an index
set that represents the indices of all targets visible from the
corresponding set of sensor configurations. Then, a one-to-one
correspondence can be established between target sets and vis-
ibility by introducing the following definition.

Definition I11.4 (Set Visibility Region): Givenasetof N target
visibility regions {7V;|i € Z}, let P C T denote the set of in-
dices of two or more intersecting regions, 7 V;, N7 V;, N---N
TVi, #0, such that P = (i1, ...,iy). Then, the set visibility
region is defined as
Vpé{TVilﬂ-~-ﬂTVi"|P=(’L'1,.. win € J}

(18)

i)y i1,y

where P is an ordered tuple of visible targets’ indices.
A closed-form expression for the set visibility region is ob-
tained as follows:

Vp—{ﬂTVz}\{UTVl} (19)

icP igP

and, under the assumptions in Section II, consists of a 3-D subset
of the free configuration space Cgee. The 2-D cross sections
of set visibility regions can be obtained by considering the
intersections of target visibility regions at a constant sensor
orientation [as can be seen in Fig. 6(a)].

An example of the closed-form set visibility region in (19) is
illustrated in Fig. 7, where six set visibility regions are obtained
in a workspace with three targets at positions x1, X, and x3,
and two opaque objects 31 and Bs. The three target visibility
regions are obtained at a fixed sensor orientation (é), and their
intersections lead to six set visibility regions labeled by the
index set of the visible targets. In this example, the sensor
configurations in Vy; 33 are the most valuable because they
enable simultaneous observation of all three targets. Also, the
example illustrates why visibility regions are typically concave
and, possibly, disconnected (e.g., see V{g} in Fig. 7). As aresult,
existing sensor planning methods [1] are not directly applicable.
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Fig. 7.  Set visibility regions of three targets X1, x2, and x3 (green dots), in
the presence of two occlusions 37 and By (grey polygons) at a fixed sensor
orientation 6.

As shown in the next section, the target and set visibility
regions can be used to produce a new type of connectivity
graph that captures parsimoniously both target visibility and the
connectivity of the free space. Four new planning algorithms
are then presented in Section IV that offer computationally
tractable solutions to the directional sensor planning problem in

3)=(D.

C. Directional Connectivity Graph (DCG)

Inspired by traditional connectivity graphs for robot plan-
ning [20], [33], [38], the new DCG presented in this section
seeks to capture the free-space connectivity between sensor
configurations that are characterized by visible target informa-
tion. In order to guarantee the inclusion of all targets while
maintaining the representation tractable, the graph is grown
incrementally from samples obtained from the set visibility
regions. The nodes of the graph are then labeled with the index
set associated with the generating region so that the search for
the optimal path can continue until it is guaranteed to cover all N
targets.

The DCG, G = (N, &), is comprised of a set of nodes, N,
and a set of undirected edges or arcs, £. Similarly to traditional
connectivity graphs, a node n; € A\ represents an obstacle-free
robot configuration q; € Ciree, and an arc (ny, n,) € £ is placed
between two nodes, n;,n, € N, if there exists a (straight)
obstacle-free path between them. The arc (n;, n,) is then labeled
by the distance D(q;,q,), where the metric D is defined in
(2).

Unlike traditional connectivity graphs [1], in the DCG, every
node, say ny, is labeled by the index set P of the set visibility
region that contains q, i.e., q; € Vp. Furthermore, multiple
configurations are sampled from each set visibility region in
order to improve connectivity as well as path efficiency. The
set of nodes, NV, is grown incrementally starting from an initial
set of configurations that are representative of the geometries of
these regions. Because the set visibility region often is concave,
its centroid may lie outside the region and, thus, may not allow
any of the targets to be visible to the sensor.

IEEE TRANSACTIONS ON ROBOTICS, VOL. 38, NO. 6, DECEMBER 2022
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Fig. 8.  Boundary-distance function (color bar) and Chebyshev center of a
concave set visibility region, V(1 obtained for the example in Fig. 7.

Therefore, the set of configurations representative of the set
visibility region Vp is obtained from the set of all local maxima
of the boundary-distance function corresponding to the Cheby-
shev centers, namely,

0 - {qf € Vpla) = arg max dp(q), | — q| < }
q<Vp

(20)
where

dy(q) £ min [€ —q] 21

£€oVp

¢ > 0 1is a user-defined margin, and [ is a finite positive integer.
A Chebyshev center or “incenter” is defined as the center of
the largest inscribed circle and, for a concave polygon, requires
solving a nonconvex optimization problem [35]. As an example,
the boundary-distance function and the two Chebyshev centers
of a concave set visibility region )y, are plotted in Fig. 8, for
the example at a fixed sensor orientation shown in Fig. 7. It can
be seen that the Chebyshev centers are the local maxima of the
boundary distance function.

In building the DCG, all of the Chebyshev centers of every
set visibility region, found from (20), are added to set of nodes
N, and each node (center) is labeled by the accompanying index
set P. Then, the sensor’s initial and final configurations, qo and
qy, labeled by their two index sets of visible targets are added to
N Finally, in order to guarantee connectivity, some nodes are
sampled from the rest of the free configuration space Cg;ee using
a roadmap method [24] and labeling each with an empty index
set to indicate the absence of visible targets.

IV. DIRECTIONAL VISIBILITY PLANNERS

The problem of finding the shortest directional sensor path
visiting all target visibility regions can now be viewed as a
generalized traveling salesman problem (GTSP) [39], [40], also
known as group TSP [41] or one-of-a-set TSP [42]. In particular,
the GTSP that arises from the directional sensor planning prob-
lem (5)—(7) is characterized by continuous regions, also known
as neighborhoods, that are typically concave, intersecting, and
disconnected. Therefore, existing GTSP algorithms, including
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the growing self-organizing array (GSOA) algorithm [43], the
hybrid random-key genetic algorithm [44], or its later modifica-
tions which rely on the regions’ centroids [45], are not effective
at finding the optimal path (see Section VII).

The new planners developed in this section overcome the dif-
ficulties associated with GTSPs characterized by disconnected
and intersecting neighborhoods by exploiting the set visibility
regions and DCG presented in Section IV-A. Many graph-search
algorithms were investigated for this purpose. Search tree prun-
ing, a variant of label-correcting algorithms, was first adopted
(see Section V) because of its guarantee that the shortest path will
be found, if one exists [46]. However, because it requires storing
every unpruned branch, this algorithm runs out of memory for
real-world-size applications (see Section V). The second class of
graph algorithms investigated is known as mixed-integer linear
programming with constraints [47], including constraint gen-
eration [48], branch-and-bound [47], and branch-and-cut [49].
However, it was found that, as the workspace complexity and
number of targets increase, the tree generated by the branching
procedures becomes too large, causing the algorithm to run out
of memory before terminating.

The metaheuristic method known as Monte Carlo Tree Search
(MCTS), presented in [50], was modified to search the DCG,
as explained in Appendix A, and found to provide the best
performance thanks to its tradeoff of local versus stochastic
search, which enabled efficient explorations of the most promis-
ing regions of the graph, G. The advantages of MCTS over other
algorithms are that it overcomes the curse of dimensionality
(see Section VI-A) and is characterized by a bounded expected
cumulative regret. In particular, it can be shown that the expected
deviation of the approximate MCTS solution from the optimal
path in G is bounded by O(log(n)), where n is the number of
graph nodes along the path.

A. DCG Planner

The DCG planner seeks to search the directional connectivity
graph derived in Section III-C for the optimal sensor path that
covers all targets by imposing constraints on the union of the
nodes’ labels. The set visibility regions represent useful inter-
sections that allow us to shorten the sensor path by considering
a type of geometric hitting set problem in which one seeks to
find a path hitting the geometric set cover of the target visibility
regions [51]-[54]. Hence, the DCG search seeks to produce a
piecewise continuous path, 7, as a sequence of adjacent nodes
or channel

C = {no,n1,.. (n,mig1) € E VI (22)

'7”77«}5

starting at the initial configuration qy and covering all target
labels.

The cost associated with the channel is defined in (4) as the
sum of the labels attached to the arcs in the channel, namely the
distance metric defined in (2). The set of targets visited by the
channel is given by the union of the node labels, and therefore,
the solution of the directional sensor planning problem (5)—(7)
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Fig. 9. Flowchart of DCG planner (see Algorithm 1).

can be found by solving the following graph optimization

n—1

min J(C) = Z D(q77.7 anrl)

(23)
Ceg Pt

sbjto | JP=1 (24)

k=0

for the optimal channel C*.

The pseudocode of the DCG method is shown in Algorithm 1,
where the user-defined parameters are the number of rotational
discretizations > 0 and the number of samples 1 > 0 used in
the roadmap step. Fig. 9 shows the flowchart representation of
the algorithm.

B. PV Planner

Although feasible for many real-world problems (see Sec-
tion VII), the DCG approach can become computationally too
burdensome for problems with a large number of targets (V). A
PV method is presented in this section in an effort to reduce the
computation required while taking advantage of the visibility
theory presented in Section IV-A. As a first step, the approach
computes the NN target visibility regions in free configuration
space, TV; C Cree, as shown in (17), and projects them back
onto W to obtain 2-D orthographic projection of the target
visibility region

Tie | {xeWix 0"eTVv:i}CW VieT (25
feS?t
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Algorithm 1: Directional Connectivity Graph (DCG)
Planner.
1: Require: B; C W, Vj € J,x;Vi €L, qo € Crree

2:  Parameters: Kk > 0,7 > 0, >0

3: Initialize: N« 0,& < 0

4: foricZdo

5: TV, «+ getTargetVisibility(U; B;, x;; k)
6: end for

7. for P C 7 do

8:

Vp « getSetVisibility({TV; }iez, P)
9: Qp <+ getChebyshevCenters(Vp)
10: forq € Qp do

11: N+ NU(q,P)

12: end for

13:  end for

14: & < connectNodes(N, U;B;; 1)
15: G =(N,¢)

16: C* < MonteCarloTreeSearch(G; 1)
17: return C*

which can be viewed as a new “target” set of sensor positions
in the workspace from which 7; is visible provided the sensor
assumes the correct orientation.

Similarly to Definition IIl.4, the intersections of the 2-D
visibility regions in (25) can be computed using (19). Then,
a 2-D set visibility region, defined as

Ve 2{T,N---NT;, |P=(iy,.. win €T}

(26)
represents the set of sensor positions from which a subset of
targets, labeled by PP C Z, is visible provided the sensor assumes
the correct orientation.

In an effort to reduce computational complexity, redundant
set visibility regions are pruned, i.e., for any pair of (nonempty)
regions f)pl and f/pz characterized by target index sets that obey
Py C Ps, region f/pl is eliminated because all targets in P; are
also visible from sensor positions in f/pz. Then, the method in
Section III-C can be used to construct a pruned connectivity
graph, denoted by Gpy = (Npv,Epv), by sampling only the
pruned set visibility regions, where now the set of nodes Npy =
{x0, X1, X2, ...} represents a set of sensor positions, and xo €
WV is the initial sensor position.

Although this approach may result in longer sensor paths, it
significantly reduces computational complexity while guaran-
teeing that all targets are represented in the connectivity graph.
The results in Section VII confirm that pruning dramatically
reduces the total number of set visibility regions, thereby re-
ducing in turn the size of the connectivity graph. Because it
initially ignores sensor orientation, this planner is particularly
advantageous when performing robot rotations is significantly
less costly than performing translations. For example, PV solu-
tions are particularly well suited to unicycle robots or quadrotors
that are able to turn “on a dime,” while DCG may be more
advantageous for car-like robots with a large (minimum) turning
radius or for fixed-wing aircraft.

o ln), U1, ..
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C. Cell Decomposition (CD) Planner

Sampling methods, such as DCG and PV, can be shown at best
to be probabilistically complete [32]. CD, on the other hand, can
guarantee completeness by obtaining a convex decomposition
of the free configuration space, under proper assumptions [32].
For comparison, an approximate CD planner for directional
sensors is presented in this section and analyzed in Section VI-C.
Because the set visibility regions are not only concave but also
possibly disconnected, an approximate CD algorithm is obtained
by considering the target visibility regions computed by the
approach developed in Section III-A. The configuration space is
discretized by considering £ > 0 orientations, 671, e é,i. Then,
holding each orientation éu fixed (u =1,..., k), a rectangloid
approximation R'7; of the cross section of the ith target visibility
region at the sensor orientation 0., is obtained such that it satisfies
the following conditions:

RTﬁ(éu) - Tvl(éu)a Tvi(éu) = {q S TVJF) = éu}
(27
for all © € Z. A rectangloid decomposition

K(0.) = JRT:(0.)

i€l

(28)

can then be used to represent the NV target visibility regions for
every discrete orientation 0,

Rectangloid approximations of every C-obstacle (CB;), de-
noted by RB;, are similarly obtained such that CB;(6.,,) C
RB]»(HAU) forall j € 7 and u = 1,..., k. Then, the rest of the
free configuration space can be represented by decomposing the
space that is free of both obstacles and target visibility regions,

ie.,

Cyoid (éu) = Cfree(éu) \ U CBj (éU)

JjeT

U (U’Wi(éu)>},u:1,...,m (29)

i€l

obtaining a rectangloid decomposition /Cyeiq (éu) for every dis-
crete orientation éu.

Finally, the centroid of each rectangloid in the full decom-
position, 1C (éu) U Kyoid (éu), along with the corresponding ori-
entation, 6,,, provides a sensor configuration that is represented
by a node in the CD connectivity graph Gop = (Nep, Ecp).
Two nodes in N¢p are connected by an arc in Ecp if they are
characterized by adjacent rectangloid cells with the same sensor
orientation, or if the corresponding rectangloids have a nonzero
intersection and the corresponding orientation angles, say 6; and
éj, satisfy \éz — éj| < ¢, where € > 01is a user-defined threshold.
A schematized representation of the key differences between
the novel DCG, PV, and CD planners developed in this article
is illustrated in Fig. 10. A detailed performance comparison,
including a study of the influence of the user-defined parameters,
is provided in Section VII.
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Fig. 10.  Conceptual representation of (a) DCG, (b) PV, and (c) CD planners’ key differences.

D. GTSP Planner

A fourth planner is developed and implemented by treating
the target visibility regions as the neighborhoods of a GTSP in
configuration space [45], [55]. Because even Euclidian TSPN
is known to be APX-hard [56], GTSP solution algorithms all
rely on heuristic approaches to reduce computational complex-
ity [45], [57], [58]. These and other recent GTSP solution meth-
ods, reviewed and compared in [59], either reduce GTSP to a
classic traveling salesman problem (TSP), inevitably increasing
the problem size, or exploit restricted types of neighborhoods,
such as disks or polygons. Because the target visibility regions
do not obey any of these restricted geometries and typically
consist of concave, disconnected, and intersecting regions, the
GTSP planner developed in this section adopts a heuristic TSP
solution approach.

A TSP graph, Grsp = (Ntsp, ETsp), is obtained by assign-
ing a node to each target location in YV, and then augmenting the
node set using the same roadmap sampling method used by the
DCG planner (see Section IV-A). The nodes in the TSP graph are
connected by first constructing a classic visibility diagram [60],
[61], such that any two nodes characterized by target labels are
connected by an edge if and only if they satisfy LOS visibility
(see Definition I1.2). As a final step, the remaining nodes are
connected using a roadmap local planner that samples a uniform
distribution over the workspace in order to avoid collisions with
obstacles and guarantee that Gpgp is fully connected. By this
approach, the directional sensor planning problem (5)—(7) is
transformed into a classic TSP problem [25] that can be solved
using the MCTS algorithm in Appendix A to find a path that
visits all [V targets.

This heuristic TSP solution significantly increases the prob-
lem size even under the stated simplifying assumptions. There-
fore, a tractable solution to real-world problems (see Sec-
tion VII) is obtained by neglecting the sensor orientation and
bounded FOV at the expense of target coverage.

V. OPTIMAL DIRECTIONAL SENSOR PLANNING SOLUTION

When the size of the directional visibility graph allows for
search-tree pruning or label-correcting algorithms to be imple-
mented, the optimal path may be found by imposing additional
search constraints on the target labels attached to the target visi-
bility nodes. Also, in some special cases, the optimal sensor path
maybe found analytically. This section shows that, by imple-
menting the (scalable) MCTS algorithm presented in Appendix

) (c)

0 1 2 3 4 5 6 7 8 9 10

Fig. 11. Hexagonal benchmark example and optimal solution.

A, the DCG planner returns solutions that are approximately
optimal and, yet, can be applied to the real-world problems
presented in Section VII-B.

A. Hexagonal Benchmark Example

Consider the simple directional sensor planning problem il-
lustrated in Fig. 11, in which the robot is at an initial configura-
tion labeled by A, with zero heading angle, and a single target of
interest is located at a position (x) labeled by B. A single large
(regular) hexagonal occlusion is present in this workspace, with
edge length equal to [. The optimal (shortest) path is given by
an analytical solution comprised of a straight line of length L
from A to the second vertex in the direction of the target and,
followed by a second straight line with a turn angle 6. Given the
user-defined translational and rotational weights, w; and w,, in
the robot distance metric (2), the optimal value of the turn angle
depends on the sensor FOV and can be found by minimizing

J(1) = wy {L+lsin (%4—9) —TCOS(;S} +w,0  (30)

with respect to 6, subject to the constraint imposed by the law

of sines:
l
¢ = arcsin { sin (I — 9) } 3D
r 3

By substituting (31) in (30), the optimal turn radius is found by
solving a simple minimization problem, such that, for w; = 1
[m~!]andw, = 0.1[rad"!],0* = 1.026 [rad]. Then, the optimal
path has a total cost J* = 4.5037, while the approximately opti-
mal path found by the DCG planner, using the MCTS algorithm,
shown in Fig. 12, has a cost J = 5.2392.
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0 1 2 3 4 5 6 7 8 9 10

Fig. 12.  Approximately optimal path obtained by the DCG planner applied to
the hexagonal example in Fig. 11.

Fig. 13.  Wall benchmark example and optimal solution.

B. Wall Benchmark Example

Consider the directional sensor planning problem illustrated
in Fig. 13, in which the robot must observe two targets of
interest, with positions (x; and x5) labeled by B and C' (green
dots). The targets are both located between two walls of known
dimensions and, because of the robot initial position (A), they
are both occluded by the right wall. Additionally, the sensor
FOV (pink sector) is bounded and small relative to the size of the
workspace. Thus, the robot must arrive at a suitable position and
orientation in order to observe each target. When the rotational
weight w,. equals zero, an optimal path can be found analytically
by minimizing the cost

J(T) = Ll + L2 + l1(9) + 12(9, (/5) (32)

with respect to 6 and ¢.

In particular, when wy = 1 [m~'] (and w, = 0), the optimal
solution is given by 8* = 4.817 [rad] and ¢* = 0.500 [rad], and
is characterized by the total cost J* = 14.572. In comparison,
the approximately optimal path found by the DCG planner,
shown in Fig. 14, has a cost J = 16.142 and is remarkably close
to the optimal solution.

C. Search-Tree Benchmark Example

When an analytical solution cannot be found but the problem
size is sufficiently small, a near-optimal solution can be found
by implementing the DCG planner with an optimal graph search
algorithm, such as search-tree pruning or label-correcting. In this
case, under the assumptions stated in Section II, the problem

IEEE TRANSACTIONS ON ROBOTICS, VOL. 38, NO. 6, DECEMBER 2022
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Fig. 14.  Approximately optimal path obtained by the DCG planner applied to
the wall example in Fig. 13.
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Fig.15.  Performance comparison between the solution obtained via (a) search-
tree pruning and (b) MCTS.

(@)

can be solved numerically by searching the DCG, and the only
approximation arises from the (rotational) discretization of the
target visibility regions, defined in Section III-A. In this case,
the DCG solution is nearly optimal provided the total number
of discretizations, k, is sufficiently large. For a small workspace
with few targets of interest, such as the example in Fig. 15, a
large x affords a nearly optimal solution, because the search-tree
algorithm is guaranteed to find the shortest path. In comparison,
the DCG solution obtained by the MCTS is not guaranteed to
be the optimal path in the graph, as shown by the results in
Fig. 15(b), but is significantly more efficient and, therefore, is
applicable to larger real-world problems.

In fact, when the search-tree pruning algorithm is applied to
the solution of a problem with four obstacles/occlusions (not
shown for brevity) and an increasing number of targets, the
algorithm runs out of memory at N = 5 targets (see Fig. 16).
On the other hand, the MCTS solution continues to be tractable
for N > 11 (see Fig. 16), when the simulations are performed
on a PC with Intel Xeon processor and 32 GB RAM. Additional
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Fig. 16. Processing time required by search-tree pruning and MCTS algo-

rithms for a benchmark example of dimensions analogous to Fig. 15, but with
four occlusions and an increasing number of targets (/V).

results regarding the planners’ computational complexity and
performance are provided in the following two sections.

VI. COMPLEXITY ANALYSIS

This section presents computational complexity results for the
three novel planners developed in this article, namely, the DCG,
PV, and CD planners. All three planners require the implemen-
tation of a graph optimization algorithm. In this article, graph
optimization was carried out using the MCTS method presented
in Appendix A, which was found to significantly outperform all
other graph-search algorithms (results omitted for brevity). The
computational complexity required by MCTS to find the optimal
channelina graph, G, is O(ubd), where 1 is the number of Monte
Carlo simulations, b is the maximum breadth of the (spanning)
tree, and h is the maximum depth of the tree. Because the width
and depth of the spanning tree must never exceed the number
of targets in the workspace (/V), the computational complexity
required by MCTS algorithm to find the optimal directional
sensor path is O(uN?). The computational complexity required
by DCG, PV, and CD to obtain the graphs G, Gpy, and Gcp,
respectively, is derived in the next three sections.

A. Computational Complexity Analysis of DCG Algorithm

The computational complexity of the target visibility regions
(17) is found to be O(kNMmlogm + kN Mm), where £ is
the number of discretizations for the sensor orientation 6, M
is the number of obstacles, m; is the number of vertices of the
polygonal (opaque) object B;, and

| M
A
m:—élmj
M]:

is the average number of vertices of the objects in WW. The
first term (contribution) to the algorithm’s complexity derives
from the computation of the convex hull in (14), which requires
O(mlog m) time [62] for an opaque object with m vertices and

(33)
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is repeated /N M times to determine the shadow regions of N
targets in the presence of M occlusions. The second term of
the target-visibility regions’ computational complexity derives
from the calculation of the coverage cone, which requires O(m)
time because finite generated, and is also repeated kN M times.
Finding the set visibility regions in (19) requires determining
the power set of the targets, with complexity O(2%), for discrete
sensor orientations (i.e., x times). Thus, the set visibility regions
require time O(x2") and may be prohibitive for very large
N. Finally, ensuring that the DCG is connected requires the
use of probabilistic roadmaps and Dijkstra’s algorithm [30],
which results in a computational complexity O(n?), where 7
is the number of samples used to construct the roadmap. Then,
connecting the DCG graph, G, requires O(kNn?) time, and
searching G for the optimal channel via MCTS requires O (. N?)
time. Because the stated operations are conducted in series, the
computational complexity of the DCG algorithm is

O(kNMmlogm + kNMm + k2" + kNn? + uN?) (34)

It can be seen that the term 2"V dominates the runtime of
the DCG algorithm. The computation required can be reduced
by exploiting the fact that set visibility regions do not exist for
targets that are more than twice the maximum sensing radius
from each other, that is

Ix; — x|l >2r =TViNTV, =0 (35)

By considering only the indices of targets that are within a dis-
tance 2r of each other, the computation required can be greatly
reduced. Let R denote the maximum number of targets inside
any ball of radius 2r in VW, also referred to as neighboring targets.
Then, the set visibility region requires O(2%) time and, if the
targets are approximately uniformly distributed in a workspace
of area A(W), it follows that

7'('7“2

R~ ——N.

AOV) (36)

Therefore, as long as r?> < A(W), the computation required
by the DCG algorithm remains tractable. The numerical results
plotted in Fig. 17 illustrate that, for small values of the ratio
a = R/N (e.g., a < 0.2), the computational complexity of the
set visibility regions is far less than its upper bound (black line)
for any number of targets (including N > 15, not shown for
brevity).

B. Computational Complexity Analysis of PV Algorithm

The PV algorithm requires computing all target visibility
regions, with complexity O(kN Mmlogm + kN Mm), but not
all of the set visibility regions. By using the projections of set vis-
ibility regions with large cardinality, the computation required
can be significantly reduced. Assume Vp # () for i € P. Then,
any other set visibility region Vg, with @ > ¢ and |Q| < |P|,
is ignored by the PV algorithm, and the graph Gpy is obtained
from samples of Vp. By this approach, the maximum number
of set visibility regions required is N. Also, because the PV
algorithm projects these regions onto W, their construction is not
repeated for every (discrete) sensor orientation. As a result, the
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Fig. 17. Computational complexity of set visibility regions as a function of
the number of neighboring targets over the total number of targets.

computational complexity is reduced from O(k2V) to O(N),
in every case (regardless of relative target locations).

The time required by the other steps of the PV algorithm is the
same as that of the DCG algorithm. Therefore, the computational
complexity of the PV algorithm is

O(kNMmlogm +kNMm+ N + Nn? + uN?)  (37)

Clearly, as IV increases the PV algorithm provides significant
savings when compared to the DCG method, reducing the lead-
ing complexity from exponential to linear. Furthermore, the PV
graph size is inevitably much smaller than that of the DCG graph,
and, thus, the time required by the MCTS optimization is also
greatly reduced (see Section VII).

C. Computational Complexity Analysis of CD Algorithm

The computational complexity of rectangloid decomposi-
tions [20] is applied here by considering the decomposition of
C-obstacles and target visibility regions that are possibly con-
cave and characterized by a total of b and v edges, respectively.
The discretization of the sensor orientation in configuration
space is incorporated linearly, such that obtaining the rectangloid
decomposition K U Kyeiq tequires O(r (b + v)?) time. Then,
the construction of the CD graph, Gep, requires O(k(b + v))
time, as shown in [20].

The search for the optimal path in Gop is conducted via
MCTS. However, in this case, the search can lead to much wider
and deeper trees, with approximate dimensions x(b + v), and,
therefore, the MCTS optimization requires O(ux?(b+ v)?)
time. Thus, the computational complexity of the CD algorithm
is

O(r(b+v)* + k(b +v) + ur*(b +v)?) (38)

Because v can be relatively large for complex workspaces, the
CD algorithm can become prohibitive for complex and large
workspaces populated by many targets.
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Fig.18.  Robotand sensor FOV used in Unreal Engine simulation environment.

In summary, the computation required by the DCG method
scales exponentially in the number of targets, that of the PV
algorithm scales quadratically in the number of targets, and that
of the CD algorithms scales quadratically in the total number of
edges of occlusions and visibility regions.

VII. DIRECTIONAL SENSOR PLANNING RESULTS

The performance and computational complexity of the four
sensor planning algorithms developed in this article are tested
and compared both in simulations and in physical experiments.
Although the DCG algorithm is expected to provide the best
path performance by leveraging a complete representation of
the set visibility regions, the other planners also present several
advantages and can offer useful solutions depending on the
problem characteristics. For instance, the PV algorithm is shown
to provide a good tradeoff between computational efficiency and
path performance by discarding set visibility regions with small
cardinality and projecting them onto the 2-D sensor workspace.
The CD algorithm, on the other hand, is potentially useful
for guaranteeing completeness, but may be computationally
prohibitive for complex occlusions’ and visibility regions’ ge-
ometries.

The four novel planners presented in Section IV are also
compared here to a coverage algorithm inspired by the WRP
solution in [18]. The coverage algorithm combines the notion
of lawnmower path in the sensor workspace with a probabilistic
roadmap in order to cover all targets while avoiding collisions
with obstacles. Because WRP solutions do not account for the
bounded sensor FOV, target coverage is not guaranteed. The
performance of the algorithms is evaluated by means of the path
length J(7) in (4), the number of targets observed along a path,
denoted by nr(7) € [0, N], and the overall sensor performance
nr(7)/J (7). The normalized target coverage metric, ny(7) /N,
is used to compare different workspaces, where the maximum
value of one represents complete coverage, i.e., all [V targets are
observed at least once by the sensor.

A. DCG Simulation Results

In this section, the effectiveness of the visibility theory and
DCG algorithm presented in this article is demonstrated using
the simulation of a camera equipped drone (see Fig. 18) operat-
ing in acomplex and photorealistic workspace (see Fig. 19), sim-
ulated using Unreal Engine [27]. All simulations and algorithms
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Fig. 19. Unreal Engine simulation environment.
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Fig.20. Geometric rendering of simulation workspace in Fig. 19 used to obtain
the set visibility regions and the optimal sensor path, illustrated by a solid line
and six sample sensor configurations (q1, . .., qg)-

Fig.21. Examples of camera frames obtained by the DCG algorithm enabling
human target detection (green bounding boxes) by the onboard R-CNN.

are implemented on a Dell Precision Tower 7910 equipped with
two Intel 2.40 GHz Xeon CPU processors. The Unreal Engine
camera is simulated to be at high-resolution (1080p image
resolution) and to have a maximum sensing range » = 25 m. The
Unreal Engine environment is populated with human targets (see
Fig. 21) and opaque objects comprised of elaborate buildings and
machineries (see Fig. 19). The DCG algorithm is implemented
in MATLAB 2019b and interfaced with Unreal Engine, as
well as with an off-the-shelf faster R-CNN algorithm [28] for
target detection. These Unreal Engine simulations also allow for
variable luminosity and shadow conditions, as shown in Fig. 19.

The workspace, WV, in this simulation consists of M = 59
opaque objects and NV = 13 human targets. The opaque objects
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also comprise obstacles to be avoided by the drone, making up
several narrow passages. The initial configuration (qg in Fig. 20)
is given with no visible targets, and the polygonal representation
of the objects (see Fig. 20) is obtained from the Unreal Engine
mesh data. The convex hull of each opaque object is obtained
from its vertices, extruding the geometries to be uniform in the
vertical direction. After constructing the set visibility regions
(as shown in Section III) the DCG planner (see Section IV-A)
is used to obtain the optimal sensor path. The sensor position is
plotted as a solid blue line in Fig. 20 along with six sample sensor
configurations, in order to illustrate the sensor orientation (and
corresponding FOV in pink) at six moments in time. The DCG
sensor path provides both position and orientation at every time
step and is executed by interfacing it with the drone feedback
controller. As shown in Fig. 20, the optimal DCG sensor path
successfully observes all 13 targets (green circles). As a result,
the onboard R-CNN object recognition algorithm successfully
recognizes the 13 human targets, as shown by the R-CNN
bounding boxes (green rectangles) plotted in Fig. 21 for six
sample frames obtained by the camera-equipped drone.

As shown in Fig. 22, the DCG algorithm finds configurations
capable of viewing multiple targets simultaneously, thanks to
the use of set visibility regions. It can be seen that, by using
knowledge of the occlusions, the drone configuration allows the
onboard camera to observe a human inside a narrow passage
using a short and efficient path (see Fig. 20). Finally, a small
workspace in Fig. 23 is used to illustrate that the visibility
theory and the DCG algorithm presented in this article allow us
to simultaneously optimize the sensor performance and avoid
drone collisions with the obstacles. In this example, one of the
targets is only visible through a narrow passage between two
walls that the drone may reach only by flying through another
narrow passage in its workspace.

1) Performance Comparison: The four novel planners pre-
sented in this article (see Section IV) and the WRP-inspired
coverage algorithm are compared in this section using multiple
workspaces and sensor conditions, generated as follows. A
variable number of targets (/V) and opaque objects (/) are
chosen by the user, while the initial sensor configuration (q),
and the target and object positions and geometries (X1, ..., Xy
and By,...,B)s) are randomly generated. Positions are sam-
pled uniformly over W, and polygonal objects are randomly
obtained with a number of vertices between 3 and 8. An example
workspace, obtained by this approach, is shown in Fig. 24 for
M = 25 obstacles and N = 8 targets, along with the optimal
DCG sensor path. The same MCTS parameters are used for
all four novel planners. Then, three case studies are used to
investigate and compare the algorithm performance as a function
of number of targets, number of occlusions, and maximum
sensor range.

In the first case study, the number of targets varied from
N =1 to N =15, while the number of opaque objects and
the sensor range were held fixed at M =25 and r =5 m,
respectively. The results, averaged over multiple workspaces
and conditions and plotted in Fig. 25, show that, for small N,
the algorithms perform similarly. But, as the number of target
increases, the DCG and PV algorithms provide the shortest
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Fig. 22. (a) Bird-eye view of a sensor configuration along the DCG optimal
path, enabling the view of two targets including a human inside a narrow passage,
with (b) geometric rendering, and (c) corresponding camera frame with R-CNN
human bounding boxes plotted in green.

distance while covering all targets. The TSP algorithm in this
case is the only one that fails to observe all targets because
the sensor misses targets that are close to the occlusions for
its inability to prevent collisions while guaranteeing visibility.
Because the number of MCTS simulations () is held constant
for all N, the PV algorithm eventually outperforms DCG as
the size of its graph does not grow as rapidly as that of DCG.
However, the DCG algorithm could be made to outperform PV
by increasing the value of p at the expense of computation.

In the second case study, the number of opaque objects is
varied from M = 1to M = 30, while N = 10 and r = 5 m are
held constant. The results, averaged over multiple workspaces
and conditions and plotted in Fig. 26, show that PV and DCG
provide the best sensor performance, and that all of the three
target-visibility-based planners (PV, DCG, and CD) guarantee
coverage of all targets even as the number of occlusions in-
creases. Also, it can be seen from Fig. 26(c) that the density of

IEEE TRANSACTIONS ON ROBOTICS, VOL. 38, NO. 6, DECEMBER 2022
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Fig.23. Example of DCG optimal sensor path enabling simultaneous obstacle
avoidance by the drone and efficient camera viewing of two targets through the
only opportunity presented by a narrow passage.
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Fig. 24. Example of sensor workspace, randomly generated to include
M = 25 opaque objects and N = 8 targets, and optimal DCG sensor path.
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Fig. 25. (a) Sensor path length, (b) normalized target coverage, and

(c) sensor performance as a function of the number of targets.

opaque objects does not decrease the performance of these three
planners, while it does prevent complete coverage by the TSP
and coverage algorithms [see Fig. 26(b)].

In the third case study, the maximum sensing range is in-
creased from r = 0 (point sensor) to » = 15 m, while N = 3
and M = 25 are held constant. The average results, plotted in
Fig. 27, show that the performance of all four novel planners
presented in Section IV does not vary significantly with the
sensor range, with DCG displaying the best performance overall.
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Fig. 26. (a) Sensor path length, (b) normalized target coverage, and
(c) sensor performance as a function of the number of opaque objects.

As before, the TSP algorithm cannot provide full coverage.
Although in this case the coverage algorithm is successful at
observing all targets, it also requires a very long path, such
that even for large r its performance is far less than that of
the planners developed in this article. In the limit of = 0, the
sensor must visit every target, and, thus, the coverage algorithm
requires the sensor to travel a very large distance compared to
other methods.
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Fig. 27. (a) Sensor path length, (b) normalized target coverage, and
(c) sensor performance as a function of maximum sensor range.

From the computational complexity analysis in Section VI,
it can be seen that the number of targets IV is the parameter
with the greatest influence on running time required by the
target-visibility-based algorithms (DCG, PV, and CD) presented
in this article. Therefore, a comparison of the computational
requirements as a function of N is provided in Tables I-V.
The graph size, shown in Tables I and II, highlights the reason
for the high CD and DCG computational complexity. The PV
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TABLE I
NUMBER OF GRAPH NODES

N =1 3 5 8 10 13 15

DCG 9 34 76 110 127 175 238

PV 2 3 3 7 9 13 14

CD 442 500 560 675 709 854 906

TSP 2 4 6 9 11 14 16
TABLE I

NUMBER OF GRAPH EDGES

N=1 3 5 8 10 13 15
DCG 36 392 2267 4838 6505 12610 23380
PV 1 5 3 38 66 139 163
CD 2871 3991 5182 7217 7924 10400 11640
TSP 1 2 8 26 38 67 101
TABLE III

GRAPH CONSTRUCTION TIME (SECONDS)

N=1 3 5 8 10 13 15

DCG 1.6 3473  4173.6 12388 16741 32141 51753
PV 0.4 16.4 1.4 137.6 244.9 410.6 474.5
CD 378.1 6069  850.9 1085.2  1240.1  1436.1  1506.6
TSP 0.2 31.0 70.9 235.8 389.3 540.2 683.1

TABLE IV
GRAPH OPTIMIZATION TIME (SECONDS)

N=1 3 5 8 10 13 15
DCG 1.8 9.2 16.1 74.7 173.4 196.8  365.5
PV 0.3 0.8 0.9 5.4 7.1 12.0 153
CD 95.7 635.9 48372 21589 21101 62054 78421
TSP 0.3 0.3 1.7 4.0 6.1 11.0 15.1
TABLE V

ToTAL RUN TIME (SECONDS)

N=1 3 5 8 10 13 15
DCG 3.4 356.5  4189.7 12463 16914 32338 52119
PV 0.7 17.2 2.3 143.0 2520 4226 4898
CD 473.8 1242.8  5688.1 22674 22341 63490 79928
TSP 0.5 31.3 72.6 239.8 3954 5512 6982

Cov 46.1 52.5 52.8 52.6 52.7 44.6 433

method, on the other, requires a significantly smaller graph while
achieving competitive sensor performance. In fact, the number
of nodes required by PV is bounded as follows: [Npy| < N + 1.
Therefore, PV is always at least as efficient as TSP in terms of
graph size. Tables III and IV show the time required to respec-
tively generate and optimize each of the graphs, confirming the
analysis in Section VI. The total runtime, obtained by summing
the entries of Tables III and IV, is shown in Table V. Overall,
CD is shown to be the most expensive of the methods, followed
by the DCG method. Interestingly, PV is more computationally
efficient than the TSP algorithm, because it takes advantage
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Fig. 28.  DCG planner performance decreases with the number of discretiza-

tions (k) based on the size of the sensor FOV, r (results shown for a workspace
with N = M = 4, not shown for brevity).
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Fig. 29. Processing time required for DCG graph construction and search
increases with the number of discretizations (x) based on the size of the sensor
FOV, r (results shown for a workspace with N = M = 4, not shown for brevity).

of intersecting target visibility regions. Although the coverage
algorithm is by far the most computationally efficient, it is
ultimately unable to observe all targets, as shown in Figs. 25-27.

2) Impact of Discretization on DCG Planner Performance:
Because the DCG planner seeks an optimal path in configuration
space, the target visibility regions derived in Section III-A typ-
ically must be discretized with respect to the robot orientation,
using ~ intervals. From an extensive set of simulation studies, the
most significant results shown in Figs. 28 and 29 demonstrate
that the best choice of x depends primarily on the size of the
sensor FOV, r. For a given value of r, a good compromise for
the choice of x can be found such that the path performance
is close to optimal (see Fig. 28) with minimal processing time
(see Fig. 29). After this ideal tradeoff (elbow of the curves in
Fig. 28), increasing the value of x continues to increase the
processing time (as anticipated by the computational complexity
analysis in Section VI) without significantly improving the path
performance.

3729

Fig.30. DJIQuadrotorused in physical experiments equipped with an onboard
CMOS monocular camera.

@) Targets Obstacle
[ ] Obstacles (walls)
531
Obstacles (furniture) Furnitirg Obstacle @
| 525 = [
Obstacle el H @ =
{é} Stairs.
AL b

50'”‘ | Furniture

sm7D7 500201 soozl\ 5n022~
155

Gl |
_% P ,1; el Vs Al

) Targets

I:I Obstacles

¢ —:‘I
(b)

Fig. 31. (a) Indoor workspace for physical experiments conducted near and
inside the LISC, located on the fifth floor of Upson Hall at Cornell University,
and (b) polygonal map representation used by the DCG planner.

B. Experimental Results

The DCG method, shown to have the best overall sensor path
performance of all the algorithms developed in this article, was
also tested on a DJI Mavic 2.0 quadrotor equipped with a 1-inch
CMOS monocular camera (see Fig. 30). The quadrotor was also
equipped with multiple vision and time-of-flight depth sensors
for highly accurate state estimation via the built-in DJI function-
ality, and with a GPS operable in most outdoor environments.
The experiments were conducted both indoor and outdoor on
the Cornell University campus in Ithaca, NY, USA. As shown
in Figs. 31— 34, a variety of targets including backpacks, laptop
computers, umbrellas, and bottles, to name a few, were placed
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Fig. 32.  Optimal DCG sensor path executed by quadrotor to observe all nine
targets in the indoor workspace in Fig. 31.

Fig. 33.
DCG sensor path in Fig. 32, show that all nine targets are recognized by the
R-CNN (red bounding boxes).

Quadrotor camera frames, obtained indoor by executing the optimal

in the workspace, and their location was used along with a map
of the workspace to develop the target and set visibility regions.

Using the initial drone configuration (position and orien-
tation), the optimal sensor path was obtained by the DCG
algorithm prior to takeoff. A closed-loop trajectory-following
controller was implemented in Java on a Dell Alienware mobile
workstation with an Intel CPU. The drone state estimate was
computed onboard and communicated to the workstation over a
Wi-Fi connection, such that the corresponding motor control in-
puts could be computed and communicated back to the quadrotor
in real time. The R-CNN object recognition software [28] was
then used to process the camera frames and detect the targets
in the sensor FOV by producing a bounding box (red box in
Fig. 33). Once detected via R-CNN, a target was considered
“covered” by the sensor. Two experimental case studies were
considered: 1) an indoor workspace located in Cornell Upson
Hall (see Fig. 31), and 2) an outdoor workspace located in
Cornell Hollister parking lot, adjacent to Hollister Dr. (see
Fig. 34).

In the indoor case study, the GPS is not available to help
localize the quadrotor. The velocity of the quadrotor is estimated
by fusing the data from an IMU and the optical flows computed
from a down-facing camera. Then, the position is obtained by
numerically integrating the estimated velocity, and the heading is
estimated by fusing the information from an IMU and a magnetic

IEEE TRANSACTIONS ON ROBOTICS, VOL. 38, NO. 6, DECEMBER 2022

® Targets

|:| Obstacles

(b)

Fig. 34.  Outdoor workspace for physical experiments conducted in (a) the
Hollister parking lot at Cornell University and (b) polygonal map representation
used by the DCG planner (see [63] for a video of the experiments).

compass. The workspace included ample occlusions and narrow
passages because of the presence of a hallway, sitting area, and
cluttered LISC lab space. Nine targets comprised of backpacks,
computers, and other objects were placed in this workspace
modeled by 26 opaque objects that also functioned as obstacles
for the quadrotor. The optimal DCG sensor path was executed
successfully by the quadrotor also covering all nine targets, as
shown by the results in Fig. 32. The quadrotor was able to avoid
collisions and navigate successfully through narrow passages,
such as the doorway connecting the LISC to the hallway, in
order to find and observe all nine targets. The resulting camera
frames, processed via R-CNN for object recognition, are shown
in Fig. 33 and show that by this approach the onboard camera
was able to obtain occlusion-free high-quality frames from all
nine targets.

In the outdoor case study, the quadrotor operated in a larger
scale outdoor environment, shown in Fig. 34, that was populated
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Fig. 35. Optimal DCG sensor path executed by quadrotor to observe all
11 targets in the outdoor workspace in Fig. 34 (see [63] for a video of the
experiments).

by 21 opaque objects comprised of large buildings (red regions)
and trees (blue regions) that constitute obstacles for the robot
and occlusions for the onboard camera. Eleven stationary targets
comprised of umbrellas, athletic gear, other inanimate objects,
as well as a human (see Fig. 34), were placed in this workspace,
resulting in the successful execution of optimal DCG sensor
paths, as shown by the example in Fig. 35. These experiments,
filmed in [63], demonstrate that the DCG approach developed in
this article can be successfully applied to real-world problems
of useful dimensions. In this case, the drone was able to access
GPS coordinates and use them to follow the optimal DCG path,
thereby recognizing all 11 targets using the R-CNN algorithm.

VIII. CONCLUSION

This article presents novel visibility theory for mobile direc-
tional sensors, such as cameras, characterized by both a bounded
FOV and LOS visibility. Using the coverage cone and convex
hull of polygonal occlusions, relative to the sensor position (FOV
apex), the shadow region of each occlusion can be determined.
Similarly, the target and set visibility regions can be obtained in
closed form, as a function of the target positions, and used to con-
struct a connectivity graph representation of directional visibility
in free configuration space. Three novel planning approaches,
DCG, PV, and CD, are developed using directional visibility
theory and, then, compared to two TSP and lawnmower coverage
algorithms developed based on existing paradigms. The com-
putational complexity analysis and comparative studies show
that, although the three directional visibility planners present
different advantages, DCG and PV significantly outperform DC.
Their effectiveness is demonstrated both through extensive sim-
ulations with varying densities of targets and occlusions, as well
as indoor and outdoor physical experiments on camera-equipped
autonomous drones. In all cases, DCG and PV outperform other
methods, including coverage and TSP, and achieve both target
coverage and collision avoidance with minimum distance trav-
eled. Future work will extend the theory and methods presented
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in this article to problems involving moving targets, moving
occlusions, and online planning.

APPENDIX A
MCTS OPTIMIZATION

An MCTS metaheuristic optimization approach inspired by
the work in [64] is developed in order to adaptively search a
connectivity graph G for a path connecting the root node n to
the shortest path achieving the goals of the chosen directional
sensor planning algorithm (see Section IV). Consider the DCG
planner as an example. For every node n,, in a fully connected
graph G, with (ng,n,) € £, u Monte Carlo (MC) simulations
are performed, where p > 0 is chosen by the user. One MC
simulation consists of iteratively and randomly adding a node
to the path until all targets labels have been covered or there
are no unvisited nodes in G. At the end of the MC simulation,
the total length of the path is evaluated, such that, after p
simulations, the node n; with minimum path length is selected,
where (n,,,n;) € €. Then, the process is repeated with n; as the
root node, considering the set of unvisited nodes connected to
n;. This process continues until the shortest path has visited all
targets. The value function used for the MC simulation is defined
as

1 logNl
7NN,

Q(ny) = (39)

where N; and N, are the number of times nodes n; and n,
have been visited, respectively, and -y is a predefined parameter
that represents the exploration—-exploitation tradeoff. .J is the
minimum-length path found over all MC simulations that have
traversed edge (n;,n,) € .
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