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Introduction and Motivation

Information Value Functions for Sensor Planning:

• State of the art
– “An Information Potential Approach to Integrated Sensor Path Planning 

and Control”, G. Zhang, et al.
– “A Comparison of Information Functions and Search Strategies for 

Sensor Planning”, 2012. S. Ferrari, et al.

• Main contribution:
– Method for continuous spatial phenomenon

Information 
value 

function

Spatial 
phenomenon

Sensing 
sequence

Decide Monitor
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Spatial phenomenon, 

• Defined over two-dimensional region of interest,     
• Time invariant
• Max temperature of the continental United States in August
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Spatial Phenomenon
Nomenclature 
: Region of Interest

Nomenclature 
: Region of Interest
: Spatial phenomenon
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Set of targets,                                    

• Represent points of highest interest in 
• and r can change over time
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Targets
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: Targets
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Accessible Sensing Locations
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Set of accessible sensing locations,                                    

• Known a priori
• Size of     is limited

:
:

Nomenclature 
: Region of Interest
: Spatial phenomenon
: Targets
: Accessible sensing locations
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Sensor Measurement Model
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At the kth time step tk,
• Sensor takes one measurement from,

− yk∈
• sensor model:

−
− ε : additive Gaussian noise,

• History of sensing sequence
Yk = [y1 | ⋅⋅⋅ | yk]

• History of observations
Zk = [z1 | ⋅⋅⋅ | zk]
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Sensor Planning Problem

Sensor planning:
Decide Yk 

*=[y1
* | ⋅⋅⋅ | yk

* ] that minimizes

for yi
* ∈ , i =1, …, k
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Nomenclature 
: Region of Interest
: Spatial phenomenon
: Targets
: Accessible sensing locations

Yk = [y1 | ⋅⋅⋅ | yk]
Zk  = [z1 | ⋅⋅⋅ | zk]

:
:
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Gaussian Process: 
Model the Spatial Phenomenon 

Estimation of spatial phenomenon:

•

• f (x) ~ Gaussian process
Gaussian process:

f(x) ~ GP(m(x),k(x1,x2))
m(x) = E[f(x)] 

k(x1, x2) = E[(f(x1)-m(x1))(f(x2)-m(x2))] 

estimation 

Notation:
• XT = [x1 |  ⋅⋅⋅ | xr], xi∈ , i = 1,…,r
• f(XT) = [ f(x1)  ⋅⋅⋅ f(xr) ]T

• m(XT) = [ m(x1)  ⋅⋅⋅ m(xr) ]T

• K(X,Y)[i,  j] = k (xi, yj), xi = X[:, i],  yj = Y[:, j]
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Prior distribution on targets: 

Prediction:

Posterior distribution on targets:

where, 
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,

Gaussian Process: 
Model the Spatial Phenomenon 
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Kullback-Leibler (KL) divergence: difference between P(x) and Q(x)

Choose {yk,zk} to maximize

But zk is unknown expected discrimination gain (EDG)
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EDG: Measure Expected 
Difference by Sensing Action
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For multivariate Gaussian distributions, the EDG is

where

and
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EDG for Multivariate 
Gaussian Distribution
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Integrating EDG analytically over zk to reduce computation 

where
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Integrate EDG Analytically

Introduction      Problem formulation      Methodology Simulation      Summary



Greedy algorithm for sensor planning:
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Information Value function: 
Greedy Algorithm
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Data:

Maximum temperature distribution of the continental United States 
territory in August, 1997

Prior distribution:

•
•
Other parameters:
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Data and Assumptions
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parameter value memo
r 41 number of targets
l 100 number of accessible sensing locations
σ 1.0 [°C] standard variance of sensing noise



Estimation error:

Estimation variance:

Random algorithm: yk    ~ 1/l
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Performance Criteria and Result

greedy error 
random error 
greedy variance 
random variance 
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Summary

• Problem formulation
– Sensor planning

• Methodology
– Gaussian process: data representation
– Information value function: greedy algorithm

• Contribution
– Greedy algorithm for continuous spatial phenomenon

• Future work
– More covariance function
– More nonparametric Bayesian models for various phenomena

Introduction      Problem formulation      Methodology      Simulation      Summary



18

Thanks
Welcome Questions
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