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Recently, research on multi-robot networks has attracted increasing attention

due to their higher efficiency and robustness over single-robot systems. This

work focuses on the control of multi-robot networks for tracking multiple hu-

man targets, which has promising applications in security and surveillance. Ex-

isting literature has shown that the information gain can guide sensors to make

informative measurements. With this inspiration, an information gain based

control algorithm was developed to optimize the tracking performance of multi-

robot networks. The proposed control algorithm considered target tracking,

target exploration, and collision avoidance. In addition, this work validated the

network control through physical experiments involving Unmanned Ground

Vehicles (UGVs) and real human targets, for which four online sensing algo-

rithms including UGV localization, target detection, target localization, and tar-

get classification were implemented.
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CHAPTER 1

INTRODUCTION AND MOTIVATION

1.1 Multi-Robot Network

A multi-robot network(MRN) is a system that consists of multiple robots and

each robot has its own sensors, actuators, and processing capabilities. Robots

can communicate with each other through the network and coordinate actions

to achieve a common objective. Multi-robot networks are widely used in search

and rescue [4, 9], surveillance [17, 25], exploration [5, 45], transportation [33, 34],

and other fields. Compared with single robot systems, MRNs show strength in

scalability, redundancy, adaptability, and task distribution [7, 16, 36]. As for

scalability, MRNs can be scaled up by adding more robots into networks which

increases the capabilities of MRNs to handle more complex missions. The re-

dundancy is that if one robot fails to finish some tasks, other robots in MRNs

can compensate and finish the task to guarantee the system continues to func-

tion. The adaptability of MRNs is shown in that MRNs can be easily adapted to

different tasks and environments by incorporating different robots with differ-

ent capabilities in MRNs. MRNs can distribute tasks to different robots so that

MRNs can work on different tasks simultaneously. This parallelism achieved

by task distribution results in high efficiency of task completion. Inspired by

the significant strength of MRNs, this work proposes a multi-target tracking

approach by using MRN.
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1.2 Multi-Target Tracking with MRN

Target tracking involves estimating the trajectories of moving targets in a given

scene which can be applied in different fields such as traffic monitoring, sports

analytics, and surveillance. In the beginning, research in this area focused on

using static sensors to collect data for target estimation to achieve tracking

[37, 39, 44]. The main shortcomings of target tracking with static sensors in-

clude limited coverage, occlusions, and inefficient resource utilization. The lim-

ited coverage results from the fixed field of view of the sensors. The fixed field

of view may not cover the whole area of interest, which means there could be

blind spots where the targets cannot be tracked. Static sensors are vulnerable to

occlusion as objects in the area of interest may block the view of the sensor. It

leads to a loss of tracking information. As for the inefficient resource utilization,

in some conditions, some sensors may be overloaded while some sensors are

not utilized because sensors are static. To resolve these issues, research turns

to utilizing MRNs for target tracking. The robots in MRNs are mobile robots

equipped with sensors and the tracking performance can be optimized by co-

operatively determining the robot control. By using mobile robots, robots can

change their field of view to avoid occlusion and cover the whole area of interest

[40]. Moreover, MRNs with mobile sensors can dynamically distribute tracking

tasks among available sensors, achieving the improvement in efficiency of re-

sources utilization [32]. With the strength of MRN in mind, this work proposes

a target tracking approach using MRN.

The literature on multi-target tracking with MRN presents a wide range of

algorithms, which can be broadly classified into two categories: centralized al-

gorithm and decentralized algorithm. Centralized algorithms use a central co-
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ordinator to collect data from all robots and compute optimal control for each

robot. The central coordinator controls MRNs by sending commands to each in-

dividual robot. As the central coordinator makes decisions based on global in-

formation, the calculated controls are optimal. On the other hand, decentralized

algorithms enable each robot to decide its control by itself or based on communi-

cation with its neighbor robots. Decisions made from decentralized algorithms

are based on local or partial information so that the calculated controls may

be suboptimal. The centralized and decentralized algorithms can be compared

in the following aspects: scalability, robustness, communication overhead, and

computational complexity. The scalability of centralized algorithms is limited

as the central coordinator needs to process all the information and the increased

number of robots increases the computation load which results in degrading the

tracking performance. Decentralized algorithms have better scalability because

there is no central coordinator and each robot only processes local information.

The tracking performance will not decrease by adding the number of robots.

The robustness of the centralized algorithms is weak as the system purely re-

lies on the central coordinator. If the central coordinator fails, the whole system

will not function. Decentralized algorithms are more robust to failures, if one

robot fails, the rest of the robots can still function. Centralized algorithms have

high communication overhead because robots need to share information with

the central coordinator and get instructions from it. Decentralized algorithms

have relatively lower communication overhead as robots only share information

with their neighbors. As for computational complexity, centralized algorithms

have higher complexity as all the computation is completed by the central coor-

dinator. While decentralized algorithms distribute computation to every robot

so that the computational complexity for each robot is relatively low.
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The comparison shows that decentralized algorithms have strength in better

scalability, better robustness, lower communication overhead, and lower com-

putational competitively. Inspired by this, this work develops a decentralized

algorithm for target tracking with MRN.

1.3 Information-Driven Approach

This work develops an information-driven approach for controlling MRN to

track multi-targets. The information-driven approach for target tracking with

MRN focuses on controlling MRN to maximize the information gain. The in-

formation gain is a metric that evaluates the tracking performance, which is

calculated based on the sensor measurements. This work chooses to utilize an

information-driven approach for the following reasons. To develop tracking al-

gorithms, multiple objectives need to be considered, such as minimization of

track loss, maximization of probability of target detection, and identification ac-

curacy [22]. Research indicates that information-driven approaches can simul-

taneously address multiple objectives for managing MRNs for tracking [10, 26].

The trade-off between objectives can be managed by various approaches. Be-

sides this, another strength of the information-driven approach is that it can be

implemented in a decentralized manner, which is suitable for our proposed de-

centralized architecture’s tracking algorithm. In the decentralized information-

driven approach, each robot has its own information gain and each robot locally

makes the decision to control the action of itself to maximize the information

gain. Above strengths of the information-driven approach makes it suitable for

our work.
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In summary, this work develops a decentralized information-driven ap-

proach to control multi-robot networks for dynamic target tracking. Chapter

2 shows the problem formulation that builds mathematical models of the track-

ing problem of this work. The methodology is explained in Chapter 3, which

includes the online sensing and the tracking utility function. Chapter 4 is the

results of the physical experiments which can be used to validate the proposed

algorithm. The future work and conclusion are in Chapter 5 and Chapter 6 re-

spectively.
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CHAPTER 2

PROBLEM FORMULATION

This thesis attempts to develop algorithms for controlling multi-robot net-

works(MRN) to track multiple moving human targets . Developing mathemat-

ical models for the multi-robot networks and human targets is the first step to

solve this problem. Then the online sensing will be resolved for robot localiza-

tion, target detection, classification, and localization. On the basis of robot and

target information obtained from online sensing, a novel tracking utility func-

tion will be developed and deployed to control the robots to track targets. The

details are shown in the following sections.

2.1 Models of Robot and Target

This thesis will use Unmanned Ground Vehicles (UGV) as robots to track mov-

ing targets. The multi robot network(MRN) is represented by N = {1, . . . ,N},

which is the index of the robot in MRN and N is the total number of robots.

Fig.2.1 shows the configuration of a robot. Robots are assumed to work in a

two-dimensional workspaceW = [0, Lx] × [0, Ly], and Lx, Ly ∈ R
+ represent the

boundary of the workspace. The initial frame FW is embedded in W, where

OW is the origin and xIyI-plane aligns with the ground plane. There is a body

frame FAi embedded in each robot i, i ∈ N , with its origin OAi at the pinhole of

the robot camera. The axis − xB aligns with the robot’s heading direction vi and

axis−yB is perpendicular to axis− xB in the ground plane. The state of each robot

in the initial frame is described by a state vector si = [xi yi θi]T . The xi and yi

represent the position of the robot which are the 2D coordinates of OAi in FW
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while the orientation of the robot θi is defined as the angle between axis− xB and

axis− xI . The state of each robot can be estimated based on the Dead Reckoning

with embedded odometry sensors including IMU and encoder. External motion

sensors such as Motion Capture Systems also can be applied to localize robots.

The details of the localization of the robot will be discussed in the Section 3.2.1.
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Figure 2.1: The configuration of a robot.

The dynamic model of the robots in this thesis is the unicycle model [12, 31],

which is described as

ṡi =


ẋi

ẏi

θ̇i

 =

vi cos θi

vi sin θi

ωi

 = f(si,ui), ∀i ∈ N (2.1)

in which the vector ui is the control vector that consists of the linear velocity vi

and angular velocity wi, so that the control vector is expressed as ui = [vi wi]T ∈

R2. The sampling interval ∆t ∈ R+ is assumed to be constant all the time, then

the robot state and control vector at any discrete time k can be written as

si(k) = si(k∆t) (2.2)
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ui(k) = ui(k∆t) (2.3)

The state and control of the MRN can be represented by matrices consisting of

every robot’s state and control vector so that the state and control can be rep-

resented as s(k) = [sT
1 (k) . . . sT

N(k)]T ∈ R3N and u(k) = [uT
1 (k) . . . uT

N(k)]T ∈

R2N .

The moving targets in this thesis are human targets which are represented

by M = {1, . . . ,M}, where M is the number of targets and j ∈ M is the index

of each target. The index j will also be used as a unique identity for each

target. The state of each target at the discrete time k is defined as x j(k) =

[x j(k) y j(k) vx, j(k) vy, j(k)]T ∈ R4, where the four variables denote the posi-

tion and velocity in xI and yI direction of the initial frame FW. By combing

all the targets’ state vectors, the states of all the targets can be expressed as

x(k) = [xT
1 (k) . . . xT

M(k)]T ∈ R4M. The targets are assumed to move in constant

velocity with additive Gaussian process noise w(k). Then the motion model of

each target at each discrete time k is denoted as

x j(k) = Fx j(k − 1) + w(k), w(k) ∼ N(0,Q) (2.4)

in which F ∈ R4×4 is the state transition matrix [3], and Q represents the covari-

ance matrix of the process noise w(k).

2.2 Target Detection, Classification, and Localization

To track targets with robots, the localization of each target is essential as robots

need to do path planning based on the trajectory of targets. Target detection
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is the premise of target localization. As there are multiple targets, the target

classification is needed to enable the robot to distinguish each target.

This thesis considers the targets as human targets and the robots have on-

board RGBD cameras. Robots can observe the targets which are in the field-of-

view(FOV) of the robot with onboard cameras. The robot’s FOV is the range

of the visual area of the workspace. The FOV of each robot is represented by

Si ⊂ W,∀i ∈ N . There are many well-developed computer vision algorithms

that can detect human targets from images and videos [14, 20, 47]. One of those

algorithms is adopted for target detection in this thesis by using the images

streamed from robots’ onboard cameras. Each robot will be given a set of tar-

gets to track. When tracking targets, one robot’s path planning should take into

account the states of the targets that are assigned to it. It is necessary that robots

can distinguish different targets so that they can plan their path based on the

targets assigned to them. In order to help robots tell apart different targets, the

target classification algorithm is adopted. After the target is detected, the tar-

get is named a special ID, and based on the ID, the targets can be assigned to

different robots to be tracked and the robot can update the state of each target

accordingly. The target classification is done by a deep neural network. The

details of the target detection and classification algorithm are discussed in the

Section 3.2.

As for target localization, this thesis measures the position of the target in

the global frame FW based on the RGBD images and robot localization. The

details of this target localization method are also shown in the Section 3.2. The

measurement function is expressed as

zi, j(k) = Hx j(k) + v(k) if x j(k) ∈ Si(k) (2.5)

9



in which zi, j represents the ith robot’s measurement on the jth target, and H =

[I2 02] and v(k) ∼ N(0,R) is the additive Gaussian noise for the measurement

function. Kalman filter is used to recursively estimate the state of targets by

combining the target dynamic model (2.4) and measurement model (2.5) as fol-

lows

x̂i, j(k) =


Fx̂i, j(k − 1) +K(k)ei, j(k) if x j(k) ∈ Si(k)

Fx̂i, j(k − 1) if x j(k) < Si(k)
(2.6)

where x̂i, j(k) is the estimated state of the jth target by the ith robot at time k,

x̂i, j(k − 1) is the estimated state at time k − 1, ei, j(k) is the innovation term of the

Kalman filter which is ei, j(k) = zi, j(k) − HFx̂i, j(k − 1), and K(k) is the well known

Kalman gain matrix. When the target is not in the FOV of the robot, the robot

will predict the target state based on the target’s dynamics model, and when the

robot detects the target within its FOV, it will do the state estimation by combing

the prediction from dynamics model and measurement with Kalman filter.

2.3 Target Tracking

Target tracking aims at controlling the MRN to get the most informative mea-

surements of the targets. Before controlling the robots to track the targets, target

assignment is required in order to specify which targets should be tracked by

which robots. In each discrete time k, each robot i ∈ N ,N = {1, . . . ,N}, should be

assigned a subset of the targets Pi(k) ∈ M,M = {1, . . . ,M}, where i is the index of

robots. The target assignment for the MRN is expressed as the collection of each

subset, P(k) ≜ {P1(k), . . . , PN(k)}. A valid targets assignment is that all the targets

are assigned to robots and each target is only assigned to one robot. Then all the

targets will be tracked and no targets will be tracked by more than one robot.

10



The valid target assignments can be expressed as

Pi(k) ∩ Pi′(k) = ∅, if i , i′, and
N⋃

i=1

Pi(k) =M (2.7)

The collection of all the valid target assignments is defined as the target assign-

ment space, which is represented by P. There are several existing methods that

can achieve valid target assignments [13, 38, 43]. For simplicity, this thesis as-

sumes that the valid targets assignment P to be known a priori, and this thesis

focus on developing an algorithm to control each robot to track targets assigned

to it.

A tracking utility function is developed which aims at evaluating the track-

ing performance of the MRN. The tracking utility function Ui, j(si(k), x̂i, j(k)), re-

flects the tracking performance of jth robot by ith robot. The specifics of the

tracking utility function are defined in the Section 3.4. Each target is assumed

to move independently so that the tracking utility of MRN Ug can be expressed

as the sum of the tracking utility of each target:

Ug ≜
∑
i∈N

 ∑
j∈P∗i (k)

Ui, j(si(k), x̂i, j(k))

 (2.8)

where P∗i (k) represents the set of targets assigned to robot i which is assumed to

be known a priori. The optimized control of MRN can be got by maximizing Ug,

i.e.,

max
u(k)

∑
i∈N

 ∑
j∈P∗i (k)

Ui, j(si(k), x̂i, j(k))

 (2.9)

s.t. si(k + 1) = f(si(k),ui(k)), ∀i ∈ N (2.10)

a1 ≤ si(k) ≤ a2, ∀i ∈ N (2.11)

|ui(k)| ≤ b, ∀i ∈ N (2.12)

11



in which ≤ is the elementwise inequalities, a1 = [0 0 0]T , a2 = [Lx Ly 2π]T ,

and b is the boundary of the control input. The one-step future state si(k + 1)

can be calculated based on the control ui(k), so that they can be collectively ex-

pressed as

χi(k) ≜ [ui(k)T si(k + 1)T ]T (2.13)

The constraints in (2.10)-(2.12) can be rewritten as

Xi ≜ {χi(k) ∈ R5| si(k + 1) = f(si(k),ui(k)),

Dχi(k) ≤ d}, ∀i ∈ N (2.14)

where

D =

I2 −I2 0 0

0 0 I3 −I3

 , d =
[
b b a2 a1

]T
(2.15)

The state and control of the MRN can be represented as the collection of each

robot’s Xi as χ = [χT
1 (k) . . . χT

N(k)]T . χ(k) can be denoted as the decision vari-

ables of the optimization problem in (2.9). The search space of this optimization

problem is X1 × . . . × XN .

Directly addressing the optimization problem in (2.9) requires complete

knowledge of robots and targets, which can be achieved by a central station that

gathers data from all robots and optimizes control as a whole. The drawback of

this kind of centralized algorithm is that the communication and computational

load is high. This thesis proposes a decentralized approach to solve the problem

(2.9) where each robot in MRN their own tracking utility Ui, j. The decentralized

optimization approach is shown in section 3.1.
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CHAPTER 3

METHODOLOGY

This chapter shows the methodology used in this thesis. In this chapter, a decen-

tralized robot control optimization method is proposed to reduce the computa-

tional load of controlling MRN to track targets in section 3.1. Then the online

sensing in section 3.2 shows the robot localization method and target estimation

method which includes target detection, classification, and localization. Com-

munication between robots is necessary as sharing information can improve

tracking performance. Section 3.3 shows three types of communication used in

this work. Then the target tracking utility function is specified in section 3.4.

The tracking utility function contains three parts, which are information gain,

target exploration, and collision avoidance. By optimizing the tracking utility

function, the optimal control of each robot can be got.

3.1 Decentralized Target Tracking

To reduce the computational load of the optimization problem (2.9), a decentral-

ized optimization approach is proposed. In this method, cooperative robots lo-

cally maximize the tracking utility function while satisfying physical constraints

to achieve the optimization of the global tracking utility Ug. Each robot should

solve the following problem,

max
χi(k)

∑
j∈P∗i (k)

Ui, j(si(k), x̂i, j(k))

s.t. χi(k) ∈ Xi, ∀i ∈ N (3.1)

13



where P∗i (k) is the optimal target assignment which is assumed to be known a

priori. The optimization result of (3.1) is represented by χ∗i (k), containing the

optimized control u∗i (k) and future state s∗i (k + 1), based on which the robot can

be controlled to track targets. The decentralized optimization approach is run

concurrently on each robot in MRN to distribute the computation to enhance

efficiency. The high-efficiency optimization approach makes it practical to run

in real-time to control the robots to track targets.

Fig.3.1 shows the process of the decentralized optimization implemented on

each robot, which has two parts, online sensing, and control. The online sensing

parts contain the robot localization based on the motion sensor and the target es-

timation. Target detection, classification, and localization are done in the target

estimation part using information from the robot’s camera and the robot local-

ization data. In the control part, each robot optimizes the local tracking utility

with the given target assignment and target estimation information.

Human-Robot Cooperation Framework

1

𝑖𝑡ℎ

Robot

Robot 

Localization

Workspace

Target 

Estimation

Multi-target

Tracking

Camera

Mocap

Tracking

Utility

Target 

Assignments

Online Sensing Control

Figure 3.1: The decentralized optimization implemented on each robot.
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3.2 Online Sensing

In this work, online sensing provides data for MRN control including robot

localization, target detection, classification, and localization. In specific, there

are two tasks for online sensing :

• Robot localization: Estimate the localization of each robot in real-time with

a motion capture system (Mocap).

• Target detection, classification, and localization: Detect targets and recog-

nize their IDs based on the images streamed from robots’ onboard cameras

with computer vision algorithms. Then estimate the localization of targets

by combining depth data, RGB data, and robot localization data.

3.2.1 Rbobot Localization

Robot localization refers to the process of estimating the pose (position and

orientation) of robot with respect to its environment. There are several well-

developed methods for robot localization such as Global Positioning System

(GPS) [8], Inertial Measurement Unit (IMU) [24], and Visual odometry method

[1]. The GPS method is not suitable for indoor environments because the GPS

signal will be blocked. IMUs are subject to drift errors that accumulate over time

and result in significant pose estimation errors. The visual odometry method is

sensitive to lighting conditions and errors from camera calibration. To local-

ize robots indoors with high accuracy and robustness, a motion capture system

(Mocap) OptiTrack is adopted.

OptiTrack system tracks targets with reflective markers, which are attached
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to the targets being tracked. These markers’ surfaces are covered by a special

material that can reflect infrared light emitted by the cameras in the OptiTrack

system. The cameras of the OptiTrack system are placed around to cover the

workspace, The cameras emit pulses of infrared light that reflect off the mark-

ers and bounce back to the cameras. The system can determine the distance

between the camera and the marker by measuring the time it takes for light to

travel from the camera to the marker and back. The position of each marker in

3D space is then triangulated by the OptiTrack program based on this distance

information. By measuring the angles of the reflective markers with respect to

the camera, the system can also determine the orientation of the markers. The

OptiTrack system can precisely estimate the pose of targets in 3D space by track-

ing the markers on that object or subject.

In this work, ten OptiTrack Primex41 cameras are calibrated to cover the

workspace, and markers are attached to robots. The pose estimation of the robot

obtained from OptiTrack software is published to a Robot Operating System

(ROS) topic through an OptiTrack ROS package. The robots can subscribe to the

topic to get their pose in real-time.

3.2.2 Target Estimation

Fig.3.2 shows the pipeline of target detection, classification, and localization

on each robot. Target detection is used to recognize human beings in images

streamed from robots’ onboard cameras. Then the target classification algo-

rithm should be used to distinguish each target by recognizing each target’s

unique ID. Target localization estimates the position of the detected targets in
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Figure 3.2: Online sensing pipeline for integrated targets detection, classi-
fication, and localization.

the initial frame.

CNN-based (Convolutional Neural Network-based) human target detection

is one of the most famous approaches to detect humans from images and videos

with the help of deep-learning neural networks. CNNs are able to automat-

ically learn to recognize features from visual data. There are several famous

CCN-based object detection algorithms including YOLO, Faster R-CNN, Mask

R-CNN, and Cascade R-CNN [6, 19, 21, 27]. To implement human detection,

CNNs can be trained using a sizable dataset of annotated human photos or

videos, including both images with and without humans. The CNN gains the

ability to identify visual features of people, such as body size, shape, and move-

ment patterns, during training. CNNs can identify human targets in fresh pho-

tos or movies once it has been trained. To achieve this, the image or video is

processed through CNNs, and then a probability map is created to show the

presence of humans in that image or video. The position of human targets

can be indicated by a binary mask created through thresholding the probability
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map. In this work, a Mask R-CNN detector is used to detect human targets by

drawing bounding boxes on images to represent the position of the human in

the image frame.

In this work, each robot needs to be able to distinguish between the targets

it is tracking and those it is not since this study attempts to track many targets,

with each robot only tracking a subset of targets. The aim of target classifi-

cation is to enable robots to differentiate targets based on robot RGB imagery.

Each target is known to each robot by a reference image with a pre-specified

unique ID. Target classification works by matching IDs to the detected targets

by comparing the detected target to reference images. The ID of the reference

that most resemble the detected target will be matched to that detected target.

The viewpoint from which robots observe targets shifts over time as the robots

and targets move. Target classification needs to be robust so that it can avoid

ID-switching as viewpoint changes.

To achieve this, a type of deep learning architecture used for person re-

identification, Re-ID Net is adopted for target classification [30, 41]. Re-ID Net

consists of two main components, which are a feature extraction network and

a metric learning network. The feature extraction network is used to extract

informative features of targets from images. It utilizes a convolutional neu-

ral network (CNN) to produce a vector of features based on images of targets.

These extracted features are emblematic of the person’s characteristics, which

are robust to changes in viewpoint, pose, and other factors. The metric learning

network aims at learning a distance function that can be used to differentiate

different people. The distance metric learned by the metric learning metric net-

work can evaluate the similarity between the feature vectors extracted from im-
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ages. The extracted features from the feature extraction network are the input

of the metric learning network. The output of the metric learning network is a

score ranging from 0 to 1, which is called ReID score that describes the similarity

between the features from low to high.

Fig.3.3 shows the target classification process implemented on each robot.

There is a gallery folder that contains reference images for each target-of-interest

with pre-specified IDs. The Re-ID Net extracts features from each detected tar-

get and compares those features with each gallery reference image’s features.

The ReID-Net then generates a ReID score array which consists of the ReID

score for the detected target and each reference image. The highest ReID score

and corresponding ID of that reference image are output. If the highest ReID

score exceeds a critical value, it means the similarity between the detected tar-

get and one of targets-of-interest is high. Then the ID of that target-of-interest is

matched to this detected target. If the highest ReID score is smaller than the criti-

cal value, that means the detected target does not match any targets-of-interests.

This detected target may be an intruder that does not need to be tracked and no

ID will be associated with this target.

After a detected target is associated with an ID, it needs to be localized by

robots’ RGBD cameras. In existing research on vision-based target estimation,

targets positions are usually measured using a monocular camera in the image

frame or virtual image plane, leading to complicated non-linear sensor mea-

surement models [15, 26, 42]. This work adopts the ray tracing method to di-

rectly measure the position of targets in the global frame. The center pixel of the

detected target’s bounding box got from the detection algorithm in the image

coordinate can be used to represent the position of the target in the image ref-
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Figure 3.3: Pipeline for target classification implemented on each robot

erence frame. The position of the jth target in image reference frame is denoted

by x j|image(k) ∈ R2×1. As the RGB image and the depth image share the same

image reference frame, the target depth d j(k) can be got by the value of the point

x j|image(k) in the depth image. Let FAi be the ith robot’s camera frame, the target

position in the camera is estimated by

x j|camera(k) = d j(k)K−1[x j|image(k) 1]T (3.2)

where K ∈ R3×3 is the camera intrinsic matrix.

K =


fx s cx

0 fy cy

0 0 1

 (3.3)

in which fx and fy are the focal length, s is the skew, and (cx, cy) represents the
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principal point. The measurement of the jth target position by ith robot zi, j(k), is

given by transforming x j|camera(k) to initial frame FW

zi, j(k) = Ri(k)x j|
T
camera(k) + tT

i (k) (3.4)

where Ri(k) and tT
i (k) denote camera extrinsic parameters got based on robot

state si(k) = [xi(k) yi(k) θi(k)]T ,

Ri(k) =


cos(θi(k)) −sin(θi(k)) 0

sin(θi(k)) cos(θi(k)) 0

0 0 1

 , ti(k) = [xi(k) yi(k) 0]T (3.5)

It can be found that there are no velocity terms in the measurement model zi, j(k).

There is an assumption that the measurement model is subjected to additive

Gaussian noise v(k) so that the complete measurement model is

zi, j(k) =

1 0 0 0

0 1 0 0

 x j(k) + v(k) (3.6)

which completes the measurement model specified in (2.5)

3.3 Communication

Communication is essential for this work as it enables the robots to share in-

formation about environments and their observations, which helps achieve the

tracking objective more efficiently and accurately. The communication in this

work is assumed to be no time delay and the communication range is unlim-

ited. The configuration of the communication is shown in Fig.3.4. There are

three types of communication in this work:
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Figure 3.4: Configuration of Communication

• Communication between OptiTrack system and robot control stations:

The OptiTrack system shares the robots’ pose estimation through a switch

with each robot control station.

• Communication between robots and robot control stations: Each robot

has a control station, and robots communicate with their control stations

by Robot Operating System(ROS) in a local area network (LAN). Robots

stream the RGBD images to control stations for processing. Robot con-

trol stations send optimal control commands to their robots, which are

obtained from robot control stations.

• Communication between robot control stations: Robot control stations fin-

ish target states estimation based on the RGBD images and share the target

states with other control stations. With robot localization and target states

estimation information, the robot control stations obtain the optimal con-

trol of robots by optimizing the tracking utility function which is shown
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in section 3.4.

3.4 Target Tracking Utility Function

Once the measurements of targets are obtained, a target assignment algorithm

should be applied to assign targets to each robot to track. This work focuses on

controlling robots to track targets, the target assignment is assumed to be known

a priori. As mentioned in section 3.1, each robot maximizes its local tracking

utility to get optimal control of MRN. The existing study shows the strengths

of the information-driven approach in target tracking which are real-time per-

formance, high, accuracy, and wide adaptability [10, 23, 26, 29]. Information-

driven approaches can simultaneously address multiple performance criteria

for managing sensors for target tracking. With this idea, this work develops

an information gain which is the expected entropy reduction(EER) in the target

state to control MRN to track targets. During target tracking, collision avoid-

ance with obstacles and target exploration for lesser-tracked targets are also in

consideration. This work develops a tracking utility function that solves the

trade off between information gain for tracking, target exploration, and colli-

sion avoidance.

3.4.1 Information gain (Expected Entropy Reduction)

This work takes the expected entropy reduction(EER) as the information gain

to control MRN to track targets. Entropy evaluates the amount of uncertainty

or randomness of a system. The entropy used in target tracking reflects the
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uncertainty of the estimation of the target’s pose. The entropy increases with the

increasing uncertainty of the robot in the target’s estimation. The EER approach

works by predicting the entropy reduction if the robots move to a particular

position. By calculating the entropy reduction of each possible pose of the robot,

the pose that results in the most signification entropy reduction can be found.

That possible pose will be chosen as the next waypoint of the robot. The EER is

calculated based on the prior distribution and posterior distribution of the target

estimation, which are the uncertainty about the target’s localization before and

after the observation. The observation is the target’s position estimation from

online sensing, which can be used to update the prior distribution and obtain a

posterior distribution.

Let Zi, j(k + 1) denote the one-step future measurement of the jth target by the

ith robot, which is modeled as Bernoulli random finite set (RFS). If the estimated

future state of target (x̂i, j(k + 1)) is within the planned filed-of-view of the robot

(Si(k + 1)) , Zi, j(k + 1) will contain a measurement zi, j(k + 1). Otherwise, Zi, j(k + 1)

will be an empty set.

Zi, j(k + 1) =


Zi, j(k + 1) = {zi, j(k + 1)} if x̂i, j(k + 1) ∈ Si(k + 1)

Zi, j(k + 1) = ∅ if x̂i, j(k + 1) < Si(k + 1)
(3.7)

The probability density function of one-step future measurement is

f (Zi, j(k + 1)) =


pD · g(zi, j(k + 1)) if Zi, j(k + 1) = {zi, j(k + 1)}

1 − pD if Zi, j(k + 1) = ∅
(3.8)

in which g(·) is a Gaussian distribution got based on measurement model (2.5).

pD represents the target detection probability which obeys the Bernoulli prob-

ability distribution. This work assumes that there is no missed detection if the
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estimated future target state is within the planned field of view of the robot.

pD =


1 if x̂i, j(k + 1) ∈ Si(k + 1)

0 if x̂i, j(k + 1) < Si(k + 1)
(3.9)

The prior and posterior distribution (covariance matrix) of target state esti-

mation are denoted by Σi, j(k + 1|k) and Σi, j(k + 1|k + 1), respectively. The prior

distribution reflects the robot’s uncertainty of the target’s state before a future

measurement and the posterior distribution is the uncertainty after a future

measurement. These two distributions can be updated through

Σi, j(k + 1|k) = FΣi, j(k|k)FT +Q (3.10)

Σi, j(k + 1|k + 1)

=


(I −K(k)H)Σi, j(k + 1|k) if Zi, j(k + 1) = {zi, j(k + 1)}

Σi, j(k + 1|k) if Zi, j(k + 1) = ∅
(3.11)

where the prior distribution is updated based on the dynamic model of the

target. The posterior distribution is updated with Kalman filtering if the fu-

ture measurement is non-empty, otherwise, it is equal to the prior distribution.

The entropy reduction of the target state estimation could be calculated through

[25, 28],

Ri, j(Zi, j(k + 1)) =
1
2

log
|Σi, j(k|k)|

|Σi, j(k + 1|k + 1)|
(3.12)

in which | · | is matrix determinant. The information gain, which is EER in this

work, is the expectation of the future measurement, [26]:

Ii, j = EZi, j(k+1)[Ri, j(Zi, j(k + 1))] (3.13)
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the derivation is shown below, Zi, j(k+1) is denoted by Zi, j for brevity in this part:

Ii, j = EZi, j[Ri, j(Zi, j)]

=

∫
Ri, j(Zi, j) f (Zi, j) δZi, j

= (1 − pD) Ri, j(Zi, j = ∅) + pD

∫
Ri, j(Zi, j = zi, j) g(Zi, j = zi, j)dzi, j

= (1 − pD) Ri, j(Zi, j = ∅) + pD Ri, j(Zi, j = zi, j) (3.14)

3.4.2 Target Exploration and Collision Avoidance

This work also addresses target exploration and collision avoidance in addition

to the information gain that drives robots to track targets. As each robot may be

assigned more than one target, some targets may be lost in some time instant.

Target exploration can attract robots to explore the lesser-tracked targets. There

could be obstacles in the workspace, the collision avoidance aims at preventing

collision between robots and obstacles.

To achieve target exploration, a navigation reward is developed considering

the geometry of the bounded and directional robot field-of-view. The cumula-

tive tracking time of the jth target until time instant k can be obtained through

t j(k) =
k∑
κ=1

( N∑
i=1

1(x j(κ) ∈ Si(κ)) · 1( j ∈ Pi(κ))
)

(3.15)

Then the time of the jth target is missed until time step k is

τ j(k) = k − t j(k) (3.16)

where the larger of τ j(k) indicates the longer time the target is missed by robots.

The navigation reward that can attract the ith robot to track the jth target is de-
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fined as

Ji, j = − τ j(k) ·
∮
Si(k+1)

∥px,y − x̂i, j(k + 1)∥ dxdy (3.17)

where px,y ∈ W denotes the position of an arbitrary point within the workspace

and the integration over the field-of-view of the ith robot Si(k + 1) considers

its boundary and direction. For brevity, the navigation reward is the missed

tracked time multiplied by the sum of the distance between the arbitrary point

in Si(k + 1). A negative sign is also added, which makes the higher the navi-

gation reward, the more attractive to robots to explore the missed targets. The

negative sign is to make the navigation reward has a maximization framework

like the information gain.

Collision avoidance is implemented by defining a collision penalty. The ob-

stacles in the workspace are denoted by B ⊂ W. There will be a penalty if the

planned states of the robot will collide with the obstacles or the moving targets

in the workspace:

Ci, j = γ
(
1
(
∥si(k + 1) − x̂i, j(k + 1)∥ ≤ ϵ

)
+ 1
(
si(k + 1) ∈ B)

))
(3.18)

where γ ∈ R+ is a constant, which reflects the penalty, ϵ ∈ R+ is the minimum

distance to ensure the robot will not collide with obstacles and moving targets.

The value of ϵ can be decided based on the geometry of the robot.

By combing target exploration and collision avoidance with EER, the track-

ing utility function of the ith robot about jth target is developed as

Ui, j(si(k), x̂i, j(k)) = Ii, j + Ji, j −Ci, j (3.19)

Although the robot control ui(k) does not appear directly in the tracking utility

function, it impacts the planned robot state via the robot motion model (2.1),

therefore influencing the tracking utility.
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3.4.3 Optimization

The objective function of the decentralized control optimization algorithm for

target tracking (3.1) is specified by (3.19). Each robot optimizes the local track-

ing utility(3.1) to get the optimal control of MRN. This decentralized optimiza-

tion problem is discontinuous, non-convex, and multimodal. The discontinuity

results from the collision avoidance (Ci, j) and the field-of-view model used in

information gain (Ii, j). It is a multimodal function with non-convexity because

it sums the tracking utility of multiple assigned targets (|P∗i (k)| ≥ 1). The tra-

ditional optimization methods have requirements for objective functions. For

example, gradient-based methods require objective functions that are differen-

tiable, and sub-gradient methods require the existence of sub-gradients at each

point of the objective functions. The characteristics of this decentralized op-

timization problem indicate that traditional optimization methods are unsuit-

able for this problem. Modern metaheuristic algorithms can be used to solve

complex problems that have no requirements for the characteristics of objective

functions. This work uses the Genetic Algorithm (GA), a metaheuristic algo-

rithm that draws inspiration from the ideas of genetics and natural selection.

Existing research shows the good performance of GA in non-convex and dis-

continuous optimization problems [2, 11, 18, 46].

The GA solves the optimization problem by creating a population of candi-

date solutions first, which is represented by parameters or genes. Then a fitness

function is used to evaluate these solutions in solving the problem. If there are

no solutions that are good enough to solve the problem, GA will then create a

new generation of solutions based on the present population by using some op-

erations such as selection, crossing over, and mutation. In the selection process,
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the fittest solutions from the current population of solutions are selected as par-

ents of the next generation’s solutions. The crossover operation then creates a

new offspring solution by recombining the genes of two parents. The mutation

operation introduces new variations to solutions by randomly changing some

genes of an individual solution. The fitness function is used each time when

a new generation of solutions is created. This process is repeated until a good

solution is found or a stopping criterion is met.

The fitness function in this work is the tracking utility function. The opti-

mized solution is χ∗i (k), which includes the one-step future state and the robot

control. After the optimized solution is got, robots will be controlled based on

the obtained optimal control to reach the obtained one-step future states. Af-

ter robots reach the obtained future states are reached, GA will run again to

generate new optimal solutions to control robots. By running GA recursively,

robots can be continuously controlled to track targets while avoiding collision

and explicating lesser-tracked targets.

3.4.4 Computational Complexity Analysis

The computational complexity of the optimization process is determined by the

calculation of the tracking utility function and the number of iterations the GA

algorithm runs. The number of iterations is represented by NG, and the time

each GA iteration takes is neglected. The tracking utility used in each GA itera-

tion has three parts: information gain (Ii, j), target exploration navigation reward

(Ji, j), and collision avoidance (Ci, j). The complexity analysis is done separately

for these three parts. According to (3.13), the complexity of information gain
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calculation is O(M). The field-of-view of the robot is assumed to be discretized

into L grids to approximate the integration in navigation reward (Ji, j) in (3.17),

then the computational complexity of Ji, j is O(LM). Collision avoidance (Ci, j)

considers preventing the robot from colliding with both targets and obstacles as

shown in (3.18). Then the time complexity of collision avoidance is O(M + |B|).

By summing up these three parts, the complexity of the entire process is

O(NG(M + LM + |B|)) (3.20)

It shows that the decentralized control optimization algorithm has polynomial

time complexity as its running time can be expressed as a polynomial function

of the size of the input. It is considered efficient and practical for this real-time

target tracking problem, as its running time does not grow exponentially with

the size of the input.
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CHAPTER 4

PHYSICAL EXPERIMENTS AND RESULTS

To validate the proposed approach for target tracking, several physical exper-

iments are designed. The experiment setup is shown in Section 4.1, which

demonstrates the workspace and robots used in experiments. The online sens-

ing algorithms are validated in Section 4.2 using a robot to observe a target that

moves along a pre-defined trajectory. The proposed tracking algorithm is first

tested in Section 4.3 by using a robot to track a single target. Then in Section

4.4, a target is tracked by a robot in the workspace with obstacles to show the

tracking algorithm can avoid collision with obstacles. In Section 4.5, three tar-

gets are tracked by two robots to show the tracking algorithm can be used to

control multiple targets with multiple robots.

4.1 Experiment Setup

The robots used in this work are Huasarion ROSBots as shown in Fig.4.1. The

robots are equipped with Orbecc Astra RGBD cameras, which can provide both

RGB and depth images for target classification and localization. Robots are

armed with WiFi Antennas to achieve communications (Section 3.3). Robots

also have odometry sensors including IMU and encoder which can be used to

localize robots by the dead reckoning method. However, the localization accu-

racy of dead reckoning is low because the error will accumulate over the move-

ment of robots. A motion capture system, OptiTrack, is then adopted for robot

localization (Section 3.2.1). Robots are run in an indoor environment as shown

in Fig.4.2. Ten OptiTrack Primex41 cameras are installed around the workspace
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for robot localization.
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Figure 4.1: The Husarion ROSBots with various sensing capabilities. 
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Figure 4.2: The indoor workspace.

4.2 Validation of Online Sensing Algorithms

The aim of this section is to validate the online sensing algorithm (Section 3.2)

including target detection, classification, and localization. In this experiment,
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one robot is used to observe a target move in a pre-defined planned trajectory.

The robot stays static in this experiment and the target is moved within the field-

of-view of the robot. Fig.4.3 shows several frames of images from the robot’s

onboard camera in one of the experiments.
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Figure 4.3: Demonstration of Online Sensing in real-time

Target detection is implemented with Mask R-CNN used by drawing bound-

ing boxes on images to represent the position of the human in the image frame

which is shown in Fig.4.3. During the experiment from t = 0s to t = 45s, the tar-

get can be accurately detected as the target moves, so that the feasibility of the

target detection algorithm is proved. The ReID Net implements the target clas-

sification to recognize the ID of the detected target. The reference images used

in this experiment are shown in Fig.4.4, and the target in this experiment is the

target whose ID is 1. The recognized ID of the detected target got from ReID Net

is shown next to the bonding box in Fig4.3. The recognized ID is correct during

the movement of the target which validates the target classification algorithm.

The target localization is implemented based on RGB images, depth images, and

robot localization by (3.2)-(3.5). Fig.4.5 shows the robot pose, the planned target

trajectory, and the estimated target trajectory obtained from target localization.

It shows that the estimated trajectory is very close to the planned trajectory,

which shows the high accuracy of the target localization algorithm.
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In summary, this experiment validates the online sensing algorithm in real-

time. The target can be accurately detected, classified, and localized. With accu-

rate online sensing results, robots can be controlled to track targets. The decen-

tralized tracking algorithm is tested in the next section.
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Figure 4.5: Estimation of Target Trajectory

34



4.3 Single Target Tracking

The aim of this experiment is to validate the target tracking ability. In this ex-

periment, one target moves in the workspace, and one robot is used to track that

target. The robot is controlled by optimizing the tracking utility function (3.19)

to move to keep the target in the field-of-view of the robot. The initial state of

the target and the reference images are given to the robot a-priori. The ID of the

target in the experiment is 1. Fig.4.6 is a series of frames of the experiment from

the robot’s camera.
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Figure 4.6: Demonstration of single tracking experiment

The target is detected and recognized correctly over the movement of the

robot which shows the robustness of the online sensing to the viewpoint

changes. During the experiment, The target is kept in the field-of-view of the

robot as the target is always shown in images from the camera. The trajectories

of the robot and the target are shown in Fig.4.7. It shows that the robot moves

to follow the target in a desired distance and the target is in the field-of-view.

The single target tracking experiment was repeated successfully for more

than 20 trials, which shows the feasibility and reliability of the proposed track-

ing algorithm. In this experiment, there is no obstacle in the workspace. To test

the collision avoidance of the proposed algorithm, the single tracking experi-
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ment is repeated in the next section with an obstacle in the workspace.
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Figure 4.7: Trajectories of the target and robot for single target tracking

4.4 Single Target tracking with an obstacle in the workspace

Collision avoidance is essential to ensure safety in target tracking. The proposed

target tracking algorithm considers collision avoidance by adding a collision

penalty in the tracking utility function (3.18 - 3.19). In this experiment, there

is still one single target to be tracked by a robot. The trajectory of the target

is designed to be the same as the target trajectory in Section 4.3. The initial

position of the robot is also the same as the initial position in Section 4.3. Thus,

the planned robot trajectory would also be similar to the previous section if

there is no obstacle in the workspace. This experiment adds an obstacle in the

workspace which is in the planned path of the robot. The workspace with the

obstacle is shown in Fig4.8. The proposed collision avoidance approach could

be validated if the robot’s trajectory is changed to bypass the obstacle. A series

of frames of the experiment are shown in Fig.4.9.
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Figure 4.9: Demonstration of single tracking with obstacle

It can be found that at t = 20s, the target is not in the field-of-view, as the

robot plans the path to avoid collision with the obstacle at that time. The robot

tracks the target based on the prediction of the target dynamics (2.6) when the

target is out of the field-of-view. Then the robot’s field-of-view covers the tar-

get again and the robot implements the target tracking. Fig.4.10 shows the tra-

jectories of the target and the robot which can be compared with Fig.4.7. In

target tracking without obstacles, the robot gets close to the target directly and

follows the trajectory of the target. As for target tracking with an obstacle in

the workspace, the robot does not follow the target path directly. Instead, the

planned path bypasses the obstacle and then gets close to and follows the target.
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This experiment validates that the proposed decentralized target tracking

algorithm can avoid collision with obstacles. From now on, the algorithm is

tested on a single robot with a single target. In the next section, the algorithm is

tested with multi-target tracked by multi-robot.
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Figure 4.10: Trajectories of the target and robot for single target tracking
with an obstacle in the workspace

4.5 Multiple targets tracked by multiple robots

This section aims at testing the decentralized tracking algorithm by using multi-

robot to track multi-target. There are three targets and two robots in the

obstacle-free workspace. The target assignment, initial states of targets, and

their reference images with unique IDs were known to the robots a-priori. Con-

sequently, the studies imitate a real-world tracking application in which certain

preliminary locations and visual clues of the targets are provided to robots re-

sponsible for tracking them. Communication between robots is adopted for

communicating the position of targets for collision avoidance (3.18). In this ex-

periment, target 1 and target 3 are moving in the same direction and target 2 is
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moving in the opposite direction. The challenge of this experiment is that there

is a time the targets are close to each, which challenges the target classification

and has an influence on tracking performance. To demonstrate this experiment,

a surveillance camera that covers the workspace was used to record this exper-

iment. A series of frames from that camera is shown in Fig.4.11.
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Figure 4.11: Demonstration of a robot network tracking three moving tar-
gets with the view of the recording camera.

As shown in Fig.4.11, robots are labeled with the same color as the targets

assigned to them, which means target 1 and target 3 are assigned to robot 1, and

target 2 is assigned to robot 2. It can be found that during the experiment, robots

consistently track the targets assigned to them. Robots are not confused when

three targets pass each other(from t = 0s to t = 23s), which shows the robustness

of the target classification. The trajectories of robots and targets are shown in

Fig.4.12, where the colors of the robots’ trajectories are the same as the colors of

the trajectories of targets that are assigned to them. The trajectories also show

that robots consistently tracked the targets assigned to them.
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Figure 4.12: The trajectories of robots and targets for multi-robot multi-
target tracking

This experiment incorporates online sensing, communication, and target

tracking together, which is a complete process of multi-target tracking with

MRN. It has been successfully repeated more than 20 times, which shows the

feasibility of the proposed decentralized target tracking algorithm.
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CHAPTER 5

FUTURE WORK

5.1 Target Assignment

In this work, the target assignment for robots is fixed and known a-priori. As

targets move independently in the workspace, targets assigned to the same

robot can be very far apart from each other after some time. It is very hard

to cover targets that are far from each other with the field-of-view of the robot.

To resolve this, one of the directions of future work is to develop a target assign-

ment algorithm to dynamically assign targets to robots during tracking. The

states of robots and targets are shared through the communication network. In

particular, the target assignment can be completed based on the positions of tar-

gets and robots, which can assign targets to robots that are closer to those targets

while avoiding conflicts. The target assignment is not fixed and can be changed

to improve the tracking efficiency.

5.2 Mixed Human-Robot Team For Target Tracking

The directional and bounded field-of-view of the robot cannot cover the

workspace, which means the target maybe not be observed for some time. The

accuracy of state estimation of targets may be affected because of the lack of

observation. Future work can improve this by building a mixed human-robot

team for target tracking. Besides the MRN used in this work, a human operator

can cooperate with the MRN to update the target states. The human operator
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can observe the workspace through a surveillance camera that covers the whole

workspace. The human operator can communicate with the MRN to update the

states of the target which are lost by the robots.

5.3 Target State Estimation

In this work, the state of each target is estimated by the robot to which is as-

signed, and then the estimated state is shared with other robots. That means

each robot estimates the target states only based on its observation. However,

the target may be observed by more than one robot for some time. The potential

future work is to utilize the observation from other robots to improve the accu-

racy of the target estimation. Robots can communicate with each other to get

observation from other robots and then fusing the measurements to improve

the accuracy [35].
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CHAPTER 6

CONCLUSION

This work proposes an approach to control multi-robot network for dynamic

target tracking. Firstly, the online sensing algorithm is developed which imple-

ments robot localization, target detection, classification, and localization. Then

a information-driven based tracking utility function is proposed. Each robot

locally optimizes the utility function to get the optimal control to track targets.

Then the proposed approach is tested through physical experiments. The ex-

periments show that the proposed approach is feasible in real-time in physical

world.
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