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Holistic scene perception aims to provide comprehensive knowledge of the ob-

jects and environment in a scene, as well as the intrinsic relationships between

them, which plays an important role in human cognition. Driven by the desire

to build future cognitive robots that can form collaborative teams with humans,

scene perception for autonomous robots has been at the frontier of the interdis-

ciplinary research combining computer vision and robotics in the recent decades.

Although humans are capable of perceiving variegated visual scenes effortlessly,

such tasks remain difficult for autonomous robots. The primary challenge lies in

the extraction of implicit and hidden context, such as the interaction between ob-

jects, and the integration of it with the explicit and task-relevant visual features

to interpret the scene. This dissertation tackles the above challenge by providing

a novel framework for holistic scene perception that integrates domain knowledge,

image recognition, state estimation, inference of hidden variables, and anticipation

of future actions. The proposed approach is tested in dynamic scenes that depict

human team activities, such as the team sport of volleyball, with complex goals

and variegated interactions. The approach relies on a novel dynamic Markov ran-

dom field model to infer hidden variables in the scene, which are then combined

with visual features and domain knowledge to perform action anticipation using a

multi-layer perceptron.

In addition, recent advancements in robotics and processing capabilities point



to a future in which mobile robots equipped with onboard sensors will be able to

perceive the environment as humans do. Therefore, the second part of this dis-

sertation investigates scene perception from the aspect of employing a network of

mobile robots to effectively recognize and track a larger number of dynamic targets.

Of critical interest in this problem is the maximization of tracking quality by simul-

taneously determining the coordination and control of the robot network, which,

however, is proven to be NP-hard. This dissertation presents a new decomposition-

based framework to efficiently solve the NP-hard network optimization problem in

two stages. Two novel decentralized coordination methods are proposed to find

adaptive and conflict-free target assignments. Then, robots locally and concur-

rently determine their control to maximize a new tracking utility function in real

time. Physical experiments with a network of ground robots tracking human tar-

gets validate the applicability of the proposed approach in real-world applications.

Finally, the long term vision for holistic scene perception is to have intelligent

robots share common goals and perceive the targets and environments collabora-

tively with humans to gain improved efficiency and robustness. A collaborative

human-robot team has the advantage of leveraging complementary skills such as

human field experience and domain knowledge, and robot data processing and in-

tegrated sensor modalities. This dissertation develops a new collaborative control

and communication framework applicable to human-robot teams engaged in visu-

ally detecting and tracking many targets in an obstacle-populated environment.

In both numerical simulations and physical experiments, this new collaborative

control and communication framework is shown to be capable of providing robust

performance in the presence of uncertainties such as state estimation errors and

intruders.
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CHAPTER 1

INTRODUCTION AND MOTIVATION

Holistic scene perception is concerned with the problem of perceiving and under-

standing the content of a given scene that is composed of objects and surfaces ar-

ranged in a meaningful way for semantic interpretation. Holistic scene perception

plays an important role in human cognition and in many future tasks envisioned

for cognitive robots such as human-robot collaboration. Although humans are able

to integrate sufficient information of a meaningful scene within milliseconds [64],

scene perception from RGB images by a fully autonomous agent remains a chal-

lenge to be tackled. A key problem in scene perception is to create intelligent

agents with the ability of anticipating human actions before they occur, which

is crucial to a broad range of contexts and situations. For example, people tend

to choose their greetings, such as ”shaking hands” or ”hugging”, based on their

anticipation of the most likely response by the recipient [78]. Drivers routinely

predict future actions of pedestrians, cyclists, and other drivers, based on their

appearance, trajectories, driving style, and inferred social role, in order to guar-

antee safe driving [26,27]. Similarly, athletes make split-second decisions based on

the behavior of their teammates and opponents, their knowledge of the game, as

well as their anticipation of opponents’ actions [135]. As such, the ability to antic-

ipate human actions is essential for human social life and bears great potential for

future development of intelligent systems. Team sports, in particular, provide an

excellent benchmark problem for action anticipation because the rules and goals

of the game are well defined, video data is broadly available from event broadcast-

ing, and players’ decisions depend on many factors ranging from team strategy to

individual roles, from knowledge of the game to opponent behaviors [104,106].
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Our holistic approach for interpreting and predicting team behaviors is demon-

strated on a new and challenging problem in Chapter 2, namely, anticipating fast

actions executed by interacting members of a sport team. In a team sport, such as

volleyball, individual players assume different roles during the game, contributing

in different measure to game strategy and outcome, and influencing their team-

mates’ behaviors in contrasting ways. The players’ roles are, almost by definition,

hidden or unobservable. Chapter 2 presents a novel dynamic Markov random field

(DMRF) model that models the joint probability of players’ roles based on the

extracted players’ feature vector, while also capturing players’ interrelationships

in a dynamic graph structure. The results from the DMRF inference stage are in-

tegrated with the visual cues and domain knowledge of the sport and of the team

itself, in order to perform action anticipation using a multi-layer perceptron (MLP).

Such integration of the inference and anticipation method provides a holistic ap-

proach for visual scene perception that allows to account for the implicit context,

perceived through several inferred hidden variables, as well as for hybrid inputs

comprised of spatio-temporal relationships, continuous variables, and categorical

features that together describe the team players and their interactions.

In addition, recent advancements in robotics and processing capabilities point

to a future in which mobile robots will be able to perceive the environment as

humans do or even better. Many modern robotic platforms, such as unmanned

ground vehicles (UGVs), are equipped with onboard sensors that allow robots to

collect sensing data while traveling through an environment. Consequently, the

control of multi-robot networks (MRNs) to perform scene perception tasks such as

target tracking has received significant attention. More specifically, target tracking

by MRNs deals with estimating the unknown kinematic states of moving targets,

which is related to many promising applications. For instance, MRNs can patrol

2



high risky industrial workspace and track people working there for the purpose of

safety monitoring. Similarly, robots can track rescuers in hazardous environments

to assist searching and rescuing victims. In these applications, MRNs can operate

in parallel to reduce the task completion time, communicate mission-relevant data

to gain situational awareness, and create redundancy to improve fault tolerance,

which renders them more promising than single robot systems.

Unlike a large volume of previous work that focused on the estimation as-

pect of the tracking problem using passive information received by static sen-

sors [31, 102, 127, 148], research with MRNs aims to actively and cooperatively

determine robot control in order to optimize the network tracking performance.

Chapter 3 presents a new approach to the coordination and control of multi-robot

networks (CCMRN) for the non-trivial tracking scenarios where targets outnum-

ber the robots. The approach features decentralized optimization, in which the

network goal is achieved by robots concurrently selecting the conflict-free target

assignment through local communication and independently determining their con-

trol for target tracking. Two novel methods, the group-based algorithm and the

bundle-based algorithm, are proposed to find target assignments at every time

instant, with the latter achieving more effective coordination and guaranteeing 1
2
-

approximation in the worst-case. In addition, the robot control is optimized to

make the most informative future measurements and encourage the exploration of

lesser tracked targets. The simulation results in Section 3.7 show that the perfor-

mance of the proposed approaches is very close to that of the optimal solution and

is higher than the other decentralized baseline methods.

Compared to MRNs consisting of homogeneous robotic agents, collaborative

human-robot teams can potentially improve efficiency and robustness for scene

3



perception tasks by leveraging complementary skills of different team members.

Therefore, many emerging robotic applications increasingly require autonomous

robots to partner with humans to achieve shared goals. Multi-target tracking, in

particular, provides an interesting testbed for studying human-robot collaboration

because humans and robots can obtain complementary information about dynamic

targets. For instance, although characterized by directional and bounded FOV,

mobile robots can track dangerous targets at close distance to gain views with in-

tricate features. In contrast, human operators possess better situational awareness

and interpretation of complex mission objectives but have difficulty simultaneously

observing many dynamic targets. Chapter 4 proposes a new approach to human-

robot collaboration that enables the maximization of the cumulative tracking time

when the targets outnumber the tracking agents. Collaboration entails a two-way

message-exchange mechanism and distributed robot control that is a function of

human actions. A new tracking utility function is proposed for the local estimation

of the global tracking performance by the collaborative team, which accounts for

the robot FOV geometry, kinematic constraints, target prediction, obstacle map,

and human input. In both numerical simulations and physical experiments, this

new collaborative control and communication framework is shown to be capable

of providing robust performance in the presence of uncertainties such as state esti-

mation errors and intruders. Moreover, the collaborative team can perform other

high-level perception tasks such as human action and interaction recognition, as

will be discussed in future work.
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CHAPTER 2

A HOLISTIC APPROACH FOR ROLE INFERENCE AND ACTION

ANTICIPATION IN HUMAN TEAMS

2.1 Introduction

As pointed out in the seminal work on mental cognition by Kenneth Craik in

1943 [34], animals utilize internal models of their external reality and of possible

actions at their disposal in order to evaluate various alternatives and conclude

which one to utilize to react to new situations. In the context of teams and collab-

orative groups, individuals use their ability to anticipate human actions in a broad

range of situations in order to decide their own subsequent actions and behaviors.

Often, action anticipation is based on inferred cues, such as social roles, intentions,

and goals that are deduced from visual information interpreted in the context of

domain knowledge and past experiences. For example, people tend to choose their

greetings, such as ”shaking hands” or ”hugging”, based on their anticipation of the

most likely response by the recipient [78]. Drivers routinely predict future actions

of pedestrians, cyclists, and other drivers, based on their appearance, trajectories,

driving style, and inferred social role, in order to guarantee safe driving [26, 27].

Similarly, athletes make split-second decisions based on the behavior of their team-

mates and opponents, their knowledge of the game, as well as their anticipation

of opponents’ actions [135]. As such, the ability to anticipate human actions is

essential for human social life and bears great potential for future development of

intelligent systems and machines. Team sports, in particular, provide an excellent

benchmark problem for action anticipation because the rules and goals of the game

are well defined, video data is broadly available from event broadcasting, and play-
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ers’ decisions depend on many factors ranging from team strategy to individual

roles, from knowledge of the game to opponent behaviors [104,106].

In contrast to action recognition, which generates a semantic label from the

video of an observed human behavior [41,94,116,151], action anticipation aims at

predicting one or more sequential human behaviors, several seconds into the future.

Unlike traditional prediction algorithms, the approach presented in the chapter

seeks to anticipate the semantic labels of a sequence of human actions before

their onset, including sudden and radical behavioral changes such as switching

from standing to hitting the ball. Existing methods for action anticipation can be

categorized into feature-level, single-agent, and dual-agent anticipation. Feature-

level anticipation predicts a convolutional feature representation of a future image

for an ongoing action and, then, uses this representation to predict the action

label classification [48,108,114,120,129]. These methods assume that a few initial

frames of a human action is partially observed, based on which the remaining action

sequences can be predicted. Moreover, feature-level anticipation relies primarily on

prior data training and, therefore, fails in testing images that do not show globally

similarity to the training data [130].

Single-agent anticipation predicts a semantic action label using appearance-

based or motion-based features extracted from a sequence of frames preceding the

onset of an action [24, 47, 109]. The input features can be enriched by incorporat-

ing information of the surrounding visual context, such as the presence of certain

meaningful objects in the scene [81, 91]. A long short-term memory (LSTM) net-

work was trained in [47] to predict an individual’s cooking activity over the horizon

of 0.25-2 s based on an observation time window of 1.75-3.5 s. The action antici-

pation performance of the cooking activity was quantitatively evaluated in [73] in

6



terms of the observation duration and prediction horizon, showing that an increase

in prediction horizon is accompanied by deterioration in anticipation accuracy even

with long observations of up to 30 s.

Dual-agent action anticipation methods rely on extracting action-reaction pat-

terns from videos of two-person interactions such as ”hugging” or ”pushing”, in

order to leverage the causal relationship in social interactions [12,63,78,81]. How-

ever, the resulting algorithms are limited in scope in that the interaction is known

a priori, and the anticipation is from the perspective of the reactive agent by

only anticipating the reactive actions based purely on visual cues. The approach

presented in this chapter is applicable to diverse forms of interactions among two

or more persons, including team strategies and individual roles that evolve over

time, and is capable of predicting action sequences and timing. Previous work has

shown that the temporal localization of future events can be performed by learn-

ing a probability distribution of the occurrence time conditioned on a sequence of

observed features [95]. In particular, the former method quantizes the prediction

horizon into discrete time intervals, one of which is predicted to contain the occur-

rence of the future event. One downside of such discrete-time model is the finite

temporal resolution caused by quantization. As an improvement, a regression neu-

ral network was learned from data in [91, 95] to output a real positive value as a

continuous approximate of the onset of the future action executed. In this work,

the regression neural network is extended to the problem of predicting both the

onset and duration of future actions in human teams.

Our holistic approach for interpreting and predicting team behaviors is demon-

strated on a new and challenging problem, namely anticipating fast actions exe-

cuted by interacting members of a sport team. In a team sport, such as volleyball,
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not only the team strategy and circumstances of play are hidden and directly

influence individual actions, but also are highly dynamic, in that they change sig-

nificantly and rapidly over time. Additionally, individual players assume different

roles during the game, contributing in different measure to game strategy and out-

come, thus influencing their teammates’ behaviors in contrasting ways. The team

strategy and players’ roles are, almost by definition, hidden or unobservable. In

other words, they are not visually explicit in the scene, but they can be inferred

from a combination of visual cues and domain knowledge of the sport and of the

team itself, as will be demonstrated in this chapter.

Inferring team strategy bears similarities to the problem of group activity

recognition, which seeks to identify an activity label for a group of participants

[66, 67, 123, 142]. However, these methods require the user to pre-select a time

window that centers around a group activity by manually clipping the video or

choosing the initial and final image frame. As such, they can not be easily ex-

tended to dynamic settings where the team strategies evolve over time, gradually

or suddenly at unknown instants. In contrast, this work infers the team strat-

egy label in each frame, based on which the input video can be automatically

partitioned into scene segments for action anticipation.

On the other hand, role inference derives motivation from the ”Role Theory”

in sociology [84, 103, 125], which is a key concept for understanding the organi-

zation of social life and social activity. Recently, [51] defined roles as ”socially

defined expectations that a person in a given status follows”, showing that roles

provide predictability of people’s behaviors. The importance of individual social

roles in human events, such as ”listener”, ”speaker”, ”bride”, and ”groom”, has

also been recently recognized in the computer vision literature [44, 103]. These
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methods, however, are not directly applicable to team action anticipation because

they do not consider the rapid change in roles. Also, existing methods seek to

label either the group activity or the individual role, whereas, in many events,

such as sports, the individual role changes over time as a function of an evolving

group activity/strategy. Furthermore, in many events, such as team sports, the

interdependence between team strategies and players’ roles cannot be necessarily

categorized into a set of semantic classes identifiable a priori.

This work presents a novel dynamic Markov random field (DMRF) model that

captures players’ interrelationships using a dynamic graph structure, and learns

individual player characteristics in the form of a feature vector based on a wealth

of prior information, including domain knowledge, such as court dimensions and

sport rules, and visual cues, such as homography transformations, and players’

actions and jerseys. The DMRF unary and pairwise potentials can then be learned

from data to represent the probability of individual feature realizations and the

strengths of the corresponding players’ interrelationships, respectively. Each new

video frame is associated with a global hidden variable that describes the team

strategy, within which each player is assigned a local hidden variable representing

her/his role on the team. Then, given video frames of an ongoing game, the DMRF

can be used to infer the players’ roles using a Markov chain Monte Carlo (MCMC)

sampling method, and to provide inputs to an MLP that anticipates the players’

future actions.

The notion of key player is introduced to distinguish a small set of players

who will perform dominant actions that directly influence the game progress. In

the anticipation stage, an MLP is trained to predict future actions of key players

based on visual features as well as the inference results. Action anticipation is
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performed in each frame such that the anticipated results can be updated in a

timely manner as the future unfolds. Inspired by recent work on predicting the

temporal occurrence of future actions [91], the anticipation MLP is configured to

simultaneously output the semantic label, onset and duration of the key players’

future actions.

In comparison to the existing research on single-agent and dual-agent action

anticipation, this work raises a distinctively new variant of visual forecasting prob-

lem that anticipates future action in human teams. By proposing a new problem

formulation and solution for team action anticipation, the holistic approach pre-

sented in this work allows to account for the implicit context, perceived through

several inferred hidden variables, as well as for hybrid inputs comprised of spatio-

temporal relationships, continuous variables, and categorical features that together

describe the team players and their interactions. The results obtained on testing

database constructed from broadcasting videos of volleyball games demonstrate

that this approach predicts the future actions of key players up to 46 frames into

the future, with an accuracy of 80.50%. In addition, the approach achieves an av-

erage accuracy of 84.43% and 86.99% for inferring the team strategy and players’

roles, respectively.

2.2 Background and Preliminaries

The role inference and action anticipation approach presented in this chapter is

demonstrated on the team sport of volleyball, described here briefly for complete-

ness. However, the approach can be similarly applied to other team sports and

activities, as will also be shown in future work. A volleyball match consists of five
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sets that are further broken into points. Each point starts with a player serving

the ball to the opposite side. Each team must not let the ball be grounded within

their own court by hitting the ball to the opponent after no more than three con-

secutive touches of the ball by three different players. The game continues until

the ball is grounded, with the players moving around their own side of the court

and assuming different roles over time, such as blocker, defense-libero, left-hitter,

and so on (Fig. 2.1). This alternating pattern can be reflected by the transition

of a finite class of team strategy labels (Fig.2.1(a)), whose semantic meaning de-

scribes the technical activity of the two teams. For instance, the team strategy

label in Fig.2.1(b) indicates that the right team is setting the ball for the next-step

attack and the left team is on defense, whereas Fig.2.1(b) shows that the the right

is attacking and the left is blocking. 
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Figure 2.1: Example of temporal evolution of team strategies in a volleyball
match (a) and corresponding visual scenes (b-c).

The two teams are divided by a net in the middle of the court, which simplifies

the action anticipation problem compared to other team sports, such as football

or hockey, which will be studied in future work. Like other sports, each team is
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represented by a jersey color. But, in volleyball, some players within a team also

wear a different jersey to indicate their “libero position” on the team. For effective

coordination, players assume different roles in accordance to their expected duty

in the team. Consequently, each player can be assigned a semantic role label that

serves as an abstract representation of the player’s intentions and possible actions.

A complete description of the players’ nine possible roles is shown in Fig.2.2. An

important complexity is that the players roles change rapidly and unexpectedly

over time, and some of the players can assume the same role at the same time.

Also volleyball actions can be categorized into nine well-defined classes: spik-

ing, blocking, setting, running, digging, standing, falling, waiting, and jumping,

extracted using computer vision algorithms [7,8,66,67,115]. However, actions are

not unique to players’ roles, nor there is any precise correspondence (e.g. one-to-

one) between roles and actions. In this work, the action label waiting is replaced

with squatting for a closer clarification on this defensive action that happens before

a player digs the ball, as shown in Fig.2.3.

7: ST 

8: MH 

9: RH 

10: OL 

12: OP 

11: LH 

5: BL 

6: BL 
3: DP 

2: DL 4: BL 

1: DP 

player index: player role label 

player index: player role label

7: blocker 

8: blocker 

9: blocker 
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12: defense-passer

10: defense-libero 

5: middle-hitter 

6: setter

3: right-hitter 
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4: offense passer

1: offense-libero 

BL: blocker 
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MH: middle-hitter 

LH: left-hitter 

OP: offense-passer 

OL: offense-libero 

RH: right-hitter 

ST: setter 

Player role labels: 

Figure 2.2: Volleyball players’ roles.

During the volleyball match, players do not contribute equally. Rather, only a

subset of players referred to as key players are actively engaged while the others
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Figure 2.3: Examples of nine volleyball players’ actions.

are waiting for their turns to enter into action. For instance, player 7 in Fig. 2.2

is a key player because her future action of setting will dominate the game.

2.3 Problem Formulation and Assumptions

The problem addressed in this chapter consists of anticipating future actions by

multiple key players in the team sport of volleyball based on hidden information,

such as players’ roles and team strategy, domain knowledge, and visual features

extracted from video using existing computer vision algorithms [59,66,67,75,142,

147]. The goal is to develop a general and systematic approach for interpreting

visual scenes of human group activities with complex goals, dynamic behaviors,

and variegated interactions. Although this work mainly considers video data, the

proposed framework can be readily applied to data obtained from other sensing

modalities, such as range finders, inertial navigation units, and wearable sensors

[54]. The approach is holistic in that it integrates image recognition, namely the

classification of visually explicit information, state estimation, inference of hidden

variables, and anticipation of future actions and events. As schematized in Fig. 2.4,

the approach consists of using the information extracted from domain knowledge

(including prior videos) and streaming videos, using available image recognition

and state estimation algorithms, to solve the problems of team/player inference and
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action anticipation problem formulated in Sections 2.3.1 and 2.3.2, respectively.
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Figure 2.4: A holistic framework for action anticipation in team sports.

2.3.1 Inference Problem Formulation

Consider a video V comprised of K ∈ N+ consecutive frames obtained at discrete

moments with a constant sampling interval ∆t. Each frame I(k) ∈ Rh×w, k =

1, . . . , K, corresponds to an image matrix of h×w pixel intensities, where h,w ∈ N+

are the frame size. Let N = {1, . . . , N}, N ∈ N+, denote the index set of players

extracted from I(k) using computer vision [59,67]. The frame index is omitted for

N since the number of players is fixed in a volleyball video.

Each player in frame I(k) can be associated with an index i ∈ N and a feature

descriptor that contains a 2D position vector, an action label, and an appear-

ance feature describing the player’s jersey color. Other characteristics and state

variables can be similarly included, depending on the application of interest. Let

p′i(k) = [x′i(k) y′i(k)]T ∈ R2×1 denote the 2D position of the ith player with respect

to the image frame, which can be approximated by the image coordinate at the

bottom middle point of the player’s bounding box. In order to gain immediate

insight into players’ spatial relationship, the position vector p′i(k) is resolved into

the inertial coordinate denoted by pi(k) = [xi(k) yi(k)]T ∈ R2×1. Because the

14



volleyball court is planar, the image and inertial coordinate can be related via

homograph transformation H, as shown in Fig.2.5,

λ


x′i(k)

y′i(k)

1

 =


H11 H12 H13

H21 H22 H23

H31 H32 H33



xi(k)

yi(k)

1

 (2.1)

where λ 6= 0 is a scaling factor, and the homography matrix H can be estimated

using domain knowledge of court dimensions and the geometry of the lines drawn

on the volleyball court [43,53,126,128].
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Figure 2.5: Projection between the inertial reference frame (a) and image
reference frame (b).

Next, let Ai(k) ∈ A represent the action label of player i ∈ N in an observed

frame I(k), where A is the discrete and finite range of the action classes shown

in Fig.2.3. A player’s jersey color is denoted by a discrete variable Ci(k) ∈ C,

which can be obtained using a color detector [28, 68, 124] or as prior knowledge.

Together, the aforementioned features can be organized as a player feature vector

Fi(k) = [pi(k)T Ai(k) Ci(k)]T .
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Then, each frame I(k) ∈ V in a volleyball video can be assigned a semantic

label describing the technical strategy of two teams, as illustrated in Fig.2.1(b-c).

Inference of the team strategy requires the aggregation of features across players,

which amounts to the concatenation of player feature vectors into a frame-wise

team descriptor. In order to preserve the spatial relationship in a team, feature

vectors of players on each side are sorted by the player’s distance to the net. Then,

the aggregated team feature descriptor can be constructed as

F (k) , [F T
l1

(k) . . . F T
lN
2

(k) F T
r1

(k) . . . F T
rN

2

(k)]T (2.2)

with the range denoted by F and the indices of elements defined by the sorted

index set

N̂ = {l1, . . . , lN
2
, r1, . . . , rN

2
} (2.3)

where {l1, . . . , lN
2
} ⊂ N̂ represent the sorted indices of players on the left team

and {r1, . . . , rN
2
} ⊂ N̂ is the counterpart for the right team.

Let S(k) ∈ S be a global hidden variable representing the team strategy label in

frame I(k), where S is the finite range of the team strategy classes, as illustrated in

Fig.2.1. In addition, let Xi(k) ∈ R, i ∈ N , be a local hidden variable representing

the role of player i. Xi(k) takes a realization from a set of role labels R, which

are illustrated in Fig.2.2. The labels of all players’ roles can be denoted by a

random vector X(k) , [X1(k) . . . XN(k)]T that has range X = RN . Then,

the inference problem can be formulated as follows:

Problem 1: Given the extracted features, F (k), learn a multi-class classifier,

fS : F → S, that maps F (k) ∈ F to a team strategy label S(k) ∈ S. Subsequently,

learn an inference model, fX : F×S → X , that maps the feature vector F (k) and

the inferred team strategy label S(k) to the vector X(k), representing role labels

of all players.
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2.3.2 Anticipation Problem Formulation

The goal of the action anticipation problem is to leverage the confluence of infor-

mation including inferred team strategies, inferred players’ roles and features, as

well as domain knowledge, in order to predict which are the key players and what

are their respective future action sequences. Given the inferred team strategy up

to the current frame, κ, (obtained from problem 1 ), a scene change point is defined

as a frame index τ such that

S(τ) 6= S(τ + 1), τ = 1, . . . , κ− 1 (2.4)

and is typically unknown a priori. Let τ = [τ1 . . . τm]T represent the scene change

points up to the current time κ, where τ1 = 1 and τm ≤ κ. Video frames between

every two consecutive scene change points have the same inferred team strategy

and, therefore, can be automatically grouped as a scene segment, which eliminates

the algorithm’s dependence on pre-trimmed videos. Let Vl, l = 1, . . . ,m denote

the lth scene segment with the frame-index set Tl defined as

Tl =

 {τl, . . . , τl+1 − 1} l = 1, . . . ,m− 1

{τl, . . . , κ} l = m
(2.5)

Consequently, Vl can be represented as

Vl = {I(k) | k ∈ Tl}, l = 1, . . . ,m (2.6)

The duration of Vl, denoted by dl, equals the number of frames in Tl multiplied by

the discrete-time sampling interval ∆t

dl =

 (τl+1 − τl)∆t l = 1, . . . ,m− 1

(κ− τl + 1)∆t l = m
(2.7)

After defining the scene segments, variables that are defined in each frame I(k)

can be upgraded to represent the whole segment, as shown in Table 2.1, where
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Table 2.1: Notation of frame variables and segment variables

Frame variable Description Segment variable Description

S(k) Team strategy in frame I(k) Sl = {S(k) | k ∈ Tl } Team strategy in segment Vl

Ai(k) Action of player i in frame I(k) Ai,l = {Ai(k) | k ∈ Tl} Action of player i in segment Vl

Xi(k) Role of player i in frame I(k) Xi,l = {Xi(k) | k ∈ Tl} Role of player i in segment Vl

pi(k) 2D location of player i in frame I(k) Pi,l = {pi(k) | k ∈ Tl} 2D location of player i in segment Vl

the argument in ”()” represents the frame index, the subscript ”i” represents the

player index, and the subscript ”l” represents the segment index.

In order to distinguish a small set of players who will perform dominant actions

that influence the game progress, a binary indicator variable µi(κ) ∈ {0, 1} is

introduced for a player i such that its value equals one if the corresponding player

will become a key player, and equals zero otherwise. µi(κ) can be obtained by

constructing a mapping, fµ : S × R → {0, 1}, that takes as input the inferred

team strategy label S(k) and role label Xi(k) and outputs the binary indicator

value

µi(κ) = fµ(S(k), Xi(k)) (2.8)

fµ(·) can be learned as a binary classifier based on a small amount of annotated

data, or it can be derived using domain knowledge about the likelihood of a player

being the key player given the corresponding role and team strategy. The complete

set of predicted key players is

K = {i | µi(κ) = 1, i ∈ N} (2.9)

Action anticipation of a key player considers four types of information collected

in the current scene segment Vm, i.e., the inferred team strategy Sm, the inferred

role Xi,m, the ongoing action Ai,m and the player’s 2D spatial location Pi,m. Fur-

thermore, the Markov assumption is adopted such that future action Ai,m+1, is

independent from the past action Ai,m−1 with given {Ai,m, Pi,m, Xi,m, Sm}, i ∈ K.
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The Markov assumption is justifiable because the hybrid inputs encode information

from multiple sources, hence enriching the model and reducing the dependence of

future action on historical data. By virtue of such assumption, action anticipation

only requires a short-term input with arbitrary starting scenes. Finally, the action

anticipation problem can be summarized as follows:

Problem 2 : Given the inferred team strategy label S(κ) and role label X(κ) of

the current frame I(κ) ∈ Vm, predict the set of key players, K ⊆ N , using (2.8-2.9).

Then, for each key player i ∈ K, predict the semantic label, onset and duration of

their future actions Ai,m+1 using aggregated input sequences {Ai,m, Pi,m, Xi,m, Sm}.

2.4 Inference Model

Inferring team strategy requires a multi-class classifier to map the feature vector

F (k) to a label S(k) that represents the technical team activity in each frame. This

work uses an MLP to perform the task while other classifiers such as random forests

[132] are also applicable. The inferred team strategy label, S(k), is appended to

the feature vector of the ith player to form an augmented feature vector, i.e.,

Zi(k) = [Fi(k)T S(k)]T , i ∈ N , which can then be organized into an augmented

feature matrix for all players

Z(k) = [Zi(k) . . . ZN(k)] (2.10)

This section develops a novel dynamic Markov random field (DMRF) model with

dynamical graph structures for inferring the joint probability of players’ roles X(k)

from the augmented feature matrix Z(k).
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2.4.1 Dynamic Markov Random Field (DMRF) Model of

Team Player Roles and Interactions

Classic MRFs are probabilistic models comprised of an undirected graph with a

set of nodes that each represent correlated random variables, and a set of undi-

rected arcs (i.e., graph structure) that represent a factorization of the joint MRF

probability learned from data [45]. The advantages of MRFs over other proba-

bilistic models are that they can model processes with both hidden and observable

variables, as well as include both categorical and continuous variables by describ-

ing different types of relationships using unary and pairwise potentials. MRF was

introduced into the image processing field in the 1980s [49] and was henceforth

widely used in computer vision problems such as image segmentation [52,96], im-

age denoising [22] and image reconstruction [25, 93]. While in classic MRFs, the

graph structure is fixed and decided a priori, this work presents an approach for

constructing dynamic MRFs (or DMRFs) representations of the visual scene. The

goal is to learn a temporally evolving graph structure from each frame for the

inference of hidden role variables, where only the set of nodes remains unchanged,

and the arcs appear or disappear from frame to frame based on the events in the

scene.

In this approach, every hidden node, denoted by Xi(k) (i ∈ N ), represents

the hidden role of player i, and every observable node, denoted by Zi(k) (i ∈ N ),

represents the feature vector of player i. The temporally evolving arc set, E(k), is

then learned from the players’ relative distance by minimizing an energy function

such that the minimum value corresponds to the optimal arc configuration. In

order to infer the players’ roles from all available information, each node Xi(k)

is connected to the corresponding feature vector Zi(k). Xi(k) is associated with

20



a unary potential φ(Xi(k), Zi(k)) that captures how probable feature Zi(k) is for

different realizations of Xi(k). Every arc is associated with a pairwise poten-

tial ψ(Xi(k), Xj(k)) that represents the strength of correlations between the two

random variables Xi(k) and Xj(k) in a spatial neighborhood. Then, the joint

probability distribution of the random variables can be factorized as the product

of potential functions over the graph structure [76,140]

P (X(k)|Z(k), E(k)) =
1

C

∏
i∈N

φ(Xi(k), Zi(k))
∏

i,j∈E(k)

ψ(Xi(k), Xj(k)) (2.11)

where C is the partition function that guarantees P (X(k)|Z(k)) is a valid distri-

bution and the scope of pairwise potentials is determined by the estimated graph

structure E(k). An example of DMRF graph representation is illustrated in Fig.2.6

and the potential functions are learned as explained in the following subsections.
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Figure 2.6: DMRF model for player role inference, where the time argument
k is omitted for brevity.

DMRF Potential Functions

The unary potential φ(Xi(k), Zi(k)) expresses how probable the feature vector

Zi(k) is for different realization of the role label Xi(k), and can be modeled as a
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likelihood function [11,76,112],

φi(Xi(k), Zi(k)) , P (Zi(k)|Xi(k)) (2.12)

Let R = {1, 2, . . . , R} denote the set of role labels such that Xi(k) = n (n ∈ R) if

player i assumes the nth semantic role label. Let 1n ∈ {0, 1}R be a R-dimensional

one-hot vector where the nth entry equals one and the rest entries equal zero. The

likelihood function can be defined as

P (Zi(k)|Xi(k) = n) =
exp{1Tn · [Wu2 · σ(Wu1 · Zi(k))]}∑R
m=1 exp{1Tm · [Wu2 · σ(Wu1 · Zi(k))]}

(2.13)

where σ(·) is the sigmoid function, Wu1 and Wu2 are weights that will be learned

from data and their dimensions are hyper-parameters selected to agree with the

dot product.

Pairwise potential concerns the interrelationship between two node variables

taking particular roles, with greater value indicating higher probability for the

corresponding players to interact in a team. For instance, the pair ”setter - hitter”

has a higher chance to interact in a close proximity than ”setter - blocker” pair

since the latter only appears in two opposing teams. Let Wp ∈ RR×R denote the

weight matrix that represents the correlation between a pair of roles. Then, the

pairwise potential is defined as

ψ(Xi(k) = n,Xj(k) = m) , 1Tn ·Wp · 1m (2.14)

DMRF Graph Structure

The graph structure, E(k), determines the scope of pairwise potentials. Tra-

ditionally, the MRF graph structure is established a priori and remains fixed

(e.g. [139,140]). In order to use MRF models for dynamic role inference, a new ap-

proach is developed here to learn and adapt the structure online based on streaming
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video frames. In this approach, the structure can vary from an empty arc set to a

fully connected configuration, as shown in Fig.2.7. An empty arc set (Fig.2.7(a))

indicates that all nodes (e.g. players’ roles) are independent and there are no

interactions between them. Conversely, a densely connected configuration (such

as that in Fig.2.7(c)) captures many interrelationships, including redundant ones

and, thus, may incur unnecessary computational burden. The approach developed

in this work produces an efficient structure estimation algorithm (2.16-2.20) to

dynamically estimate a sparse structure (Fig.2.7(b)) that captures only the most

significant interactions in each video frame.
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Figure 2.7: A graphical model of six nodes with an empty arc set (a), a sparse
arc set (b), and a dense fully connected arc set (c).

Let Yi,j(k) denote a binary variable such that its value yi,j(k) equals one when an

interaction arc exists between players labeled by i and j, and equals zero otherwise.

Then the arc set can be denoted as E(k) = {(i, j)|yi,j(k) = 1, i, j ∈ N}, and the

structure estimation problem can be cast as a constrained optimization problem

over the arc variables Yi,j(k). In many human team activities, such as sports,

proximity is an indication of potential interactions and, therefore, in this work the

DMRF graph structure is indicative of interrelationships between spatial neighbors.

Other representations are also possible, depending on the application, and may be

adopted in the proposed approach with small modifications. Then, the Euclidean

distance di,j(k) = ‖pi(k)−pj(k)‖ between every pair of players is used to construct
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an energy function that is linear in the realizations of the arc variables Yi,j(k),

E(Z(k), E(k)) ,
∑

(i,j)∈E(k)

di,j(k) yi,j(k) (2.15)

such that the optimal arc configuration corresponds to the minimum of the energy

function. Subsequently, minimizing the energy function can be approached by

solving an Integer Linear Program

min
E(k)

∑
(i,j)∈E(k)

di,j(k)yi,j(k) (2.16)

yi,j(k) = yj,i(k), ∀(i, j) ∈ E(k) (2.17)

sbj to
∑
i∈N

yi,j(k) ≥ 1, ∀j ∈ N (2.18)

∑
i∈N

yi,j(k) ≤ 2, ∀j ∈ N (2.19)

yi,j(k) ∈ {0, 1}, ∀(i, j) ∈ E(k) (2.20)

The constraint in (2.17) guarantees that interactions are symmetric, and (2.18)

- (2.19) specify that a node has a minimum of one and maximum of two arcs

connecting to its spatial neighbours, resulting in a sparse structure. Although only

the proximity feature is considered, the proposed method is a generic algorithm

that can incorporate other features to estimate social interactions. Details are

referred to the previous work [39]. After E(k) is estimated, the joint probability

distribution of the role variables in (2.11) is factorized as the product of potential

functions over E(k).

2.4.2 Spatio-temporal MRF Model

In this subsection, an approach is presented for reconstructing the temporal evolu-

tion of random variables X(k) across frames to recursively estimate the joint role
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labeling using a sequence of feature vectors and the DMRF model of a single frame

derived in (2.11). Let γ(Xi(k − 1), Xi(k)) denote the temporal potential function

that measures the compatibility of temporal transitions between Xi(k − 1) and

Xi(k). The temporal potential function can be modeled by a transition matrix

Wt ∈ RR×R such that

γ(Xi(k − 1) = n,Xi(k) = m) , 1Tn ·Wt · 1m (2.21)

The temporal potential function can be integrated with the pairwise potential

function to construct a joint state transition function

P (X(k)|X(k − 1)) ∝
∏
i∈N

γ(Xi(k − 1), Xi(k))
∏

i,j∈E(k)

ψ(Xi(k), Xj(k)) (2.22)

On the other hand, the product of unary potentials can be treated as the joint like-

lihood function, assuming that individual features are conditionally independent

given the realization of random variables

P (Z(k)|X(k)) =
∏
i∈N

P (Zi(k)|Xi(k)) =
∏
i∈N

φ(Xi(k), Zi(k)) (2.23)

Let Z(1, k) = {Z(l)|1 ≤ l ≤ k} denote a sequence of extracted feature vectors

obtained from an initial frame (l = 1) up to the kth frame. Then, the joint

probability of X(k) can be recursively estimated from Z(1, k) in a fashion similar

to Bayesian filtering [37]

P (X(k)|Z(1, k)) =
1

Ĉ
P (Z(k)|X(k))

∑
X(k−1)

P (X(k)|X(k−1))P (X(k−1)|Z(1, k−1))

(2.24)

where Ĉ is the partition function that guarantees P (X(k)|Z(1, k)) is a valid dis-

tribution. The proposed spatio-temporal MRF model is illustrated in Fig.2.8. The

challenge arises because P (X(k)|Z(1, k)) is a multi-dimensional joint distribution

that has significant computational ramifications. In order to keep the computa-

tion tractable, the joint distribution is achieved via the Markov chain Monte Carlo
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(MCMC) sampling method [3,18,29] by constructing a set of random samples that

constitute a Markov chain whose stationary distribution converges to the desired

distribution.
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Figure 2.8: Spatio-temporal MRF model for modeling players’ roles.

2.4.3 Learning of Potential Functions

The MRF model is trained in an incremental manner [4] in which the parameters

of unary potentials are first trained and then fixed to learn the pairwise poten-

tials. This incremental training allows the pairwise potentials to be built upon

strong unary potentials, which makes the training more efficient because other-

wise the pairwise potentials may not be able to capture the significant interactions

from misleading unary potentials. In particular, the unary potential is trained by

minimizing the cross entropy loss function, whereas the pairwise potential can be

learned using the structural support vector machine framework [39, 71] or using

domain knowledge about the relationship between different roles. This two-stage
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learning is performed in a frame-wise manner by leaving out the temporal transi-

tion matrix, which is fine-tuned at last on the training database. This incremental

training allows the model to learn specific information presented in each poten-

tial function [4] and reduces the computational burden that would otherwise be

incurred if all potential functions are learned together.

2.4.4 MCMC Inference

Inferring a role labeling X(k) from the joint distribution P (X(k)|Z(1, k)) suf-

fers from an enormous combinatorial complexity. Naively searching through the

set of all possible labeling is intractable because the set has a cardinality that

is exponential in the number of states. This work adopts the MCMC method

[3, 29] to address the computational ramifications, which generates a Markov

chain over the space of the joint configuration X(k), such that the chain has

a stationary distribution converging to P (X(k)|Z(1, k)). Assume the posterior

P (X(k − 1)|Z(1, k − 1)) at time k − 1 is represented by a set of Ns ∈ R+ samples

{X(k − 1)(`)}Ns
l=1, and each sample corresponds to a joint role labeling of all play-

ers, i.e., X(k− 1)(`) = [X1(k− 1)(`) . . . XN(k− 1)(`)]T . Then, the Monte Carlo

approximation to the posterior distribution in (2.24) at time k is

P (X(k)|Z(1, k)) ≈ 1

Ĉ
P (Z(k)|X(k))

Ns∑
`=1

P (X(k)|X(k − 1)(`)) (2.25)

Substitute (2.22-2.23) into (2.25), which gives

P (X(k)|Z(1, k)) ≈ 1

Ĉ

∏
i∈N

φ(Xi(k), Zi(k))
∏

i,j∈E(k)

ψ(Xi(k), Xj(k))
Ns∑
l

∏
i

γ(Xi(k−1)(`), Xi(k))

(2.26)

resulting in a sample-based representation for the distribution P (X(k)|Z(1, k)) ≈

{X(k)(`)}Ns
`=1. The Metropolis-Hastings (MH) algorithm with the symmetric ran-
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dom walk proposal distribution [3, 29] is implemented for simulating the Markov

chain.

2.5 Anticipation Model

The goal of action anticipation is to predict a set of key players and their future

actions as time evolves. Existing methods can not be easily adapted to the action

anticipation problem (problem 2 ) because they do not take into account the time

varying team strategy and players’ roles, which are core to team actions. The

anticipation model presented in this work differs from the existing methods by the

input information exploited, which aggregates inferred hidden variables (inferred

team strategy and players’ roles) with explicit visual features, forming a rich in-

put representation. The prediction of key players, K ⊂ N , is first achieved via

(2.8-2.9). Subsequently, for each predicted key player, i ∈ K, the action antici-

pation model merges four types of information corresponding to the current scene

segment, i.e., {Sm, Xi,m, Ai,m, Pi,m}, to anticipate the future action Ai,m+1. The

representation of input segments directly affects the learning efficiency and com-

putational cost of the model. Thus, it is worth exploring a compact representation

of {Sm, Xi,m, Ai,m, Pi,m}. Based on the definition of the scene change point and

scene segment in (2.4-2.6), the segment variable of team strategy, Sm (Table 2.1),

takes a constant value within the scene segment Vm. Hence, Sm can be fully de-

fined by its value at the current time, κ, and the duration of Vm up to κ, that

is, Sm , (S(κ), dm). Although values of Xi,m, Ai,m, and Pi,m can vary within a

scene segment, it is observed that future actions are most closely related to their

respective values at the current time κ. Furthermore, this work seeks a frame-wise

representation of the anticipation input and output, such that they can be updated
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instantaneously as time unfolds. As a result, only Ai(κ), Xi(κ), and pi(κ) are pre-

served as inputs, as shown in Fig. 2.9, which, together with (S(κ), dm), constitute

an input vector

ui(κ) = [S(κ) Xi(κ) Ai(κ) pi(κ)T dm]T (2.27)

where the time-varying characteristic of dm represents the variable duration of

the team strategy S(κ). Likewise, the anticipation output, Ai,m+1, is designed

to have an instantaneous representation of the future actions. Let ts denote the

time to onset, that is, the amount of time until the onset of Ai,m+1, and let dm+1

denote the duration of Ai,m+1. Then, Ai,m+1 can be defined as Ai,m+1 , (Ai(κ +

ts), dm+1), as shown in Fig. 2.9(b). Equivalently, Ai,m+1 can be specified by a

vector representation comprising three unknown variables

yi(κ) = [Ai(κ+ ts) ts dm+1]
T (2.28)

It follows from (2.27-2.28) that the goal of the action anticipation task is to predict

yi(κ) based on ui(κ) as time evolves.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

team strategy: 

Output segment Input segment 

mS

player role: 

player action: 

2D location: 

,i mX

,i mA

, 1i mA +

m frame index 

Output Input  

md

m frame index 

st 1md +

 1

( ) ( )  ( )  ( )  ( )  

( ) ( )    

T
T

i i i i m

T

i i s s m

S X A d

A t t d

    

  +

 =  

= +

u p

y

  

( )i u   ( )i y   

( )( ), mS d   

(b) (a) 

      

,i mP   ( )i p   

( )iA    

( )iX    

1( ( ), )i s mA t d ++   

Figure 2.9: Input and output segment for action anticipation of the ith key
player (a) and the simplified instantaneous representation (b).

An MLP is designed to perform the anticipation task based on the proposed
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input-output representation in (2.27-2.28). Categorical variables in ui(κ) are con-

verted to binary representations via one-hot encoding. The encoded ui(κ) is passed

through two branches, as shown in Fig.2.10, where the top branch is configured to

output a probability distribution for the discrete variable Ai(κ + ts) and the bot-

tom branch generates two positive scalar values for the continuous variables, ts and

dm+1, respectively. In particular, the top branch first maps the input vector to a

latent vector, h1, using a fully connected (FC) layer followed by the relu-activation

function

h1 = relu(Wh1ui(κ)) (2.29)

where Wh1 is the weight matrix. Subsequently, h1 is fed to the output layer, com-

posed of a FC layer and the softmax activation function, to generate the conditional

probability distribution of P (Ai(κ + ts)|ui(κ)). Let A = {1, 2, . . . , A} denote the

range of the action classes, where each integer, a ∈ A, represents a semantic ac-

tion label, and Wo1 = [w1 . . . wA]T denote the weight matrix of the output FC

layer. Then, P (Ai(κ+ ts) = a|ui(κ)) is computed as

P (Ai(k + ts) = a|ui(k)) =
exp (wT

a h1)∑A
a′=1 exp (wT

a′h1)
, a ∈ A (2.30)

and the action class with the highest probability is chosen as the anticipated action.

Although the bottom branch adopts the same structure as the top branch, the FC-

layers can have different dimensions and the output activation function is designed

to be a relu-activation function for guaranteeing real positive values of ts and

dm+1. Let Wh2 denote the weights of the hidden FC layer in the bottom branch,

and Wo2 = [wτ wd]
T denote the weights of the corresponding output FC layer.
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Then, ts and dm+1 are obtained as follows:

h2 = relu (Wh2ui(κ)) (2.31)

ts = relu (wT
τ h2)

dm+1 = relu (wT
d h2) 
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Figure 2.10: MLP for action anticipation.

The complete set of the MLP parameters, ΘA = {Wh1,Wh2,Wo1,Wo2}, is

trained by minimizing an anticipation loss that is a function of the ground truth

and the actual predicted output. In particular, the loss function is formulated as

the summation of the cross-entropy loss of the discrete action variable, Ai(κ+ ts),

and the mean squared loss of the two timing variables, ts and dm+1.

In summary, the input-output representation in (2.27-2.28) allows the input to

be updated in each frame and the anticipation output to progressively change as

more observations stream in. Furthermore, the trained model is shared across all

players, and, therefore, anticipation for multiple players can be performed simul-

taneously by constructing an input vector for each of them.
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2.6 Experiments

In this section, experiments are conducted in order to validate the accuracy of

the proposed methods. Using the Volleyball Activity Dataset [67], a supervised

training database for the proposed inference and anticipation algorithms was ob-

tained by annotating team strategies, player’s roles, player’s actions and other

necessary visual and positional information. Despite additional supervision re-

quired for learning the intermediate hidden variables, the overall labeling effort

is less than that required by deep neural network models for action anticipation

trained solely on images. The reason is that the proposed approach exploits the

problem structure and incorporates domain knowledge before training the DMRF

and MLP models. The inference and anticipation results are analyzed qualitatively

and quantitatively on the testing data. Comparison with existing work on action

anticipation was unfortunately not possible because existing algorithms are only

applicable to single-agent or dual-agent activities [24, 47, 91, 109]. Therefore, the

experiments in this work focused on evaluating the overall performance of the in-

ference and anticipation model. Moreover, comparative studies (Section 2.6.2) that

involve three types of experiments are carried out to determine the anticipation

performance variability as a function of the hidden variables and corresponding

inference accuracy.

2.6.1 Inference and Action Anticipation Results

The DMRF inference results are shown in Fig. 2.11 for a sample sequence of frames

extracted from a testing video clip, where the inferred team strategies and players’

roles evolve over time. Notice that a team strategy spans over several consecutive
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frames, during which the action and spatial layout of players may be shifted, but

not qualified to be inferred as a different category. The DMRF model presented in

Section 2.4 correctly infers that the team strategy changes from ”attack | block”

(Fig.2.11 (a)) to ”defense | pass” (Fig. 2.11 (b-c)) to ”defense | set” (Fig.2.11

(d)), exemplifying the algorithm’s robustness to the dynamically evolving scenes.

Similarly, the players’ roles change as the game unfolds. For example, the role

of player 3 alters from ”right-hitter” to ”blocker”, whereas player 7, originally a

”blocker”, becomes a ”left-hitter”. For comparison purposes, ground truth labels

of the false inference results are shown in yellow above the (white) inferred roles

in Fig. 2.11. It is seen that inference failures are likely to happen when players are

shifting to new locations. For instance, the algorithm mistakenly infers the roles

of player 9 and 10 in Fig.2.11 (b). However, as more observations are received,

the updated inference results would be self-corrected and thus match the ground

truth (Fig. 2.11 (c-d)). It is notable that such kind of error is inevitable, even

for human experts who identify players’ roles in a transitioning process without

further information such as a player’s name or jersey number, which is out of the

scope of this work.

Action anticipation is performed using inferred team strategy and players roles,

which is in accordance with Experiment 3 in Section 2.6.2. Anticipation results are

shown in Fig. 2.12-2.14 for two testing video clips with a framerate of 25 fps. Fig.

2.12 (a) shows that the setter, marked by the black bounding box, is predicted as

the key player who will dominate the game based on the inferred role and team

strategy. The observed action, the ground truth future action, and the anticipated

action are visualized in the bar chart of Fig.2.12 (b), and the red vertical line

indicates where the current frame is temporally located in the testing sequence.

More specifically, the first segment of the middle and bottom bar is of the same
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Figure 2.11: Evolution of the inferred team strategy from ”attack | block” (a)
to ”defense | pass” (b-c) to ”defense | set” (d) and the inferred
players’ roles in each frame.

color as the top bar, representing that the current action would keep until the

onset of the future action with a different color. The anticipation MLP gives the

credible prediction of the key player who will be setting the ball, in spite of the

discrepancy of 7 frames (0.28s) between the predicted timing and ground truth,

as shown in the length of the middle and bottom bars (Fig. 2.12 (b)). Moreover,

as time evolves from Fig. 2.12 (b) to 2.12 (d), the difference in timing gradually

reduces, indicating the update of anticipation result as the future unfolds.

On the other hand, more than one individuals can be predicted as key players,

as shown in Fig.2.13, where the three key players are marked by the black bounding

boxes. Based on a short observation sequence of 7 frames (0.28 s), the anticipation

MLP predicts that both middle-hitter (player 8) and left-hitter (player 10) will

launch a spiking, although the ground truth shows only the left-hitter eventually
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Figure 2.12: The anticipated key player and action in the 8th frame (a-b) and
the 28th frame (c-d) in a testing video clip.

spikes the ball. Such mistake or conservatism is inevitable because it is yet un-

certain in this moment who would launch the final attack as they both have great

opportunity. This is also a general tactic when one of the hitters potentially makes

a feint in order to distract blockers of the opposing team. As the game proceeds,

the anticipated action of the middle-hitter evolves, finally reaching to the ground

truth, as illustrated in Fig. 2.14(c). In addition, the onset and duration of the

anticipated actions are indicated by the change of color and the length of the bars,

respectively.

2.6.2 Performance Analysis and Results

The effectiveness of the inference and action anticipation algorithms presented

in the previous sections is demonstrated using the metrics known as multi-class
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Figure 2.13: Three key players (a) and the anticipated actions (b-d) in the
7th frame of a testing video.
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18th frame of a testing video.
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average precision (APr), multi-class average recall (ARc), and multi-class average

accuracy (Ac). The APr score concerns the proportion of inferred values, consisting

of both true positive (TP) and false positive (FP), that is actually true (i.e., APr

= TP/(TP + FP)). In contrast, the ARc score is the proportion of ground truth

labels, including both true positive (TP) and false negative (FN), that is correctly

inferred (i.e., ARc = TP/(TP + FN)). For both metrics, higher values correspond

to better performance. Finally, Ac is defined as the harmonic mean of APr and

ARc, which is also known as the F1-score

Ac = 2
APr× ARc

APr + ARc
(2.32)

Two hidden variables, the team strategy (S(κ)) and the players’ roles (X(κ)), are

inferred in each frame with the overall results presented in Table 2.2. A compara-

tive study is performed to assess the performance of the anticipation model as well

as the robustness of the holistic framework, i.e., the dependence of the anticipating

ability on the inferred hidden variables.

The comparative study involves three types of experiments aimed at determin-

ing the performance variability as a function of the hidden variables and corre-

sponding inference accuracy:

� Experiment 1: perfect knowledge of team strategy (S(κ)) and player roles

(X(κ));

� Experiment 2: inferred team strategy (S(κ)) and perfect knowledge of player

roles (X(κ));

� Experiment 3: inferred team strategy (S(κ)) and player roles (X(κ)).

The purpose of the first experiment is to determine the performance of the action

anticipation independently of the inference algorithm. The results in Table 2.2
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Table 2.2: Inference and Action Anticipation Performance

Experiment Average Precision Average Recall Average Accuracy

Team strategy inference 0.87 0.82 84.43%

Role inference 0.88 0.86 86.99%

Experiment 1 0.92 0.89 90.47%

Experiment 2 0.88 0.86 86.99%

Experiment 3 0.81 0.80 80.50%

show the important influence that the player role and team strategy have on the

solution of the action anticipation problem (problem 2 ). As a result, the action

anticipation performance degrades as errors are introduced in the inference stage,

through Experiments 2 and 3. This is because, despite the excellent performance

of the DMRF algorithm (Table 2.2), inferring the hidden variables from video

introduces some errors (compared to perfect knowledge) that are, then, propagated

to the action anticipation algorithm.

The advantage of this holistic approach is that action anticipation draws from

the aggregation of both implicit hidden variables and explicit visual features.

Therefore, errors from one source of information are potentially compensated by

information obtained from other features. The performance results could be fur-

ther improved by leveraging other variables and sensor modalities, which are easily

incorporated in the proposed approach by augmenting the feature vectors. In ad-

dition, an ablation study is performed with a variant of the proposed model that

excludes the inferred players’ roles from the proposed holistic framework shown in

Fig.2.4:

� Experiment 4: action anticipation without player roles (X(κ)) in the model

input.
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Table 2.3: Ablation Study Regarding the Hidden Role Variables

Model Average Precision Average Recall Average Accuracy

Experiment 3 0.81 0.80 80.50%

Experiment 4 0.71 0.69 69.99%

Results of Experiment 4 are compared against results of the holistic approach

(Experiment 3) in Table 2.3. Without the knowledge of players’ roles, Experiment

4 sees a significant drop in the action anticipation accuracy, which, by contrast,

shows the improvement brought by the inference of hidden role variables to the

solution of the action anticipation problem (problem 2 ).

The ability to predict the onset and duration of a future action is also critical,

as well as coupled with the problem of anticipating the action type, since many

algorithms assume the starting time is known or even observed. Team sports offer

an excellent benchmark problem, because players constantly adjust the timing

and duration of their actions, speeding up or slowing down actions and behaviors

for strategic purposes. These difficulties are exacerbated by varying contexts, for

example, because the trajectory of the ball and the skills of the opponents differ

greatly from one team to another, yielding different samples in the training and

testing datasets. The performance of action timing prediction is evaluated by the

time-relative error, which is defined as the ratio of the absolute prediction error to

the corresponding prediction horizon. Then, the mean of the time-relative error

(MTRE) of each testing instance is used as the metric to assess the performance on

the test database. The proposed model achieves an MTRE of 14.57% and 15.67%

for the prediction of the action onset and duration, respectively. When compared

to the LSTM solution proposed in [47] for anticipating an individual’s cooking
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activity, the DMRF-MLP approach presented in this work achieves a comparable

prediction horizon (0.48-1.84 s, versus 0.25-2 s) using a smaller observation time

window (0.12-1.80 s, versus 1.75-3.50 s) and, thus, is applicable to fast actions and

highly dynamic activities, such as sports.

2.7 Conclusion

This chapter presents a holistic approach that integrates image recognition, state

estimation, and inference of hidden variables for the challenging problem of action

anticipation in human teams. The approach is demonstrated on the team sport

of volleyball, in which the team strategy and players’ roles are unobservable and

change significantly over time. The team strategy is first inferred by constructing a

team feature descriptor that aggregates domain knowledge of volleyball games and

features of individual players. Sequentially, the players’ roles, modeled probabilis-

tically as the DMRF graph, can be inferred using a Markov chain Monte Carlo

sampling method. The dynamic graph structure that captures player interrela-

tionships can be estimated by solving an integer linear program in each frame. By

leveraging holistic information about the scene, including inferred team strategy,

players’ roles, as well as domain knowledge and instantaneous visual features, the

action anticipation MLP is able to predict the semantic label and timing of the

future actions by multiple interacting key players on the team. The numerical ex-

periments show that this novel approach achieves an average accuracy of 84.43%

for team strategy inference, 86.99% for role inference, and 80.50% for action an-

ticipation. Additionally, the action onset and duration are predicted with a mean

time-relative error of 14.57% and 15.67%, respectively.
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CHAPTER 3

DECENTRALIZED COORDINATION AND CONTROL OF

MULTI-ROBOT NETWORKS FOR ACTIVE TARGET TRACKING

3.1 Introduction

The coordination and control of multi-robot networks (MRNs) represent an impor-

tant family of problems in robotics that has motivated numerous research directions

in the past decade as more complex missions are envisioned [62,85]. For example,

mobile MRNs composed of unmanned aerial vehicles (UAVs) and/or unmanned

ground vehicles (UGVs) are used to fulfill difficult tasks for urban search and res-

cue [9, 23], warehouses automation [40, 97], information gathering [17, 111], and

surveillance [79, 134]. By intelligent coordination and autonomous control, MRNs

can operate in parallel to reduce the task completion time, communicate mission-

relevant data to gain situational awareness, and create redundancy to improve

fault tolerance, which renders them more promising than single robot systems.

Recently, using MRNs to estimate the unknown kinematic states of moving

targets, also known as target tracking, has drawn significant attention. Unlike

most previous work that focused on the estimation aspect of the tracking problem

using passive information received by static sensors [31, 102, 127, 148], research on

MRNs aims to actively and cooperatively determine robot control in order to op-

timize the tracking performance. In earlier studies, algorithms were developed for

MRNs to track a single target by minimizing the target uncertainty [58] or max-

imizing the target detection probability [144]. In addition, a competitive policy

is investigated for the single target tracking [70], where only the winning robots

in MRNs are activated to perform the tracking task. However, these algorithms
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cannot be directly applied to multi-target tracking problems, which require effec-

tive network coordination to assign targets amongst the robots. In general, target

assignment can be divided into two classes: i) single assignment that matches

robots to an equal number of targets on a one-to-one basis [23, 118, 119, 145]; ii)

multi-assignment that associates robots with a larger number of targets in a one-

to-many relationship [10, 122]. Although there existed both centralized [72, 141]

and decentralized solutions [14,98] to the single-assignment problem, the extension

to multi-assignment is non-trivial because the latter essentially belongs to the class

of combinatorial optimization problems which are NP-hard [110,149].

This chapter focuses on the coordination and control of multi-robot networks

(CCMRN) for the non-trivial tracking scenarios where targets outnumber the

robots, which brings the challenge of simultaneously finding target assignment

and determining robots’ control in real time. Some existing methods [111,121,122]

converted CCMRN to an integer linear program, which restricts the robot control

to a few pre-specified actions, such that the decision variables are solely in the

discrete space. On the other hand, CCMRN was considered as a graph-based path

planning problem in [9,10], where the goal is to ensure balanced observation of all

targets by finding a walk on the graph that represents feasible movements of the

robots. However, these approaches used centralized strategies and separated path

planning from robot control by merely determining the robot waypoints without

taking the robot kino-dynamic constraints into account. In addition, most of the

above literatures assumed that robots are equipped with omnidirectional sensors

and that multiple targets can be easily distinguished from each other, which over-

look the difficulty of real-world target detection, classification, and state estimation

using robot onboard sensors.
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This chapter, easing the above limitations, proposes a new decentralized ap-

proach to the CCMRN problem that enables the maximization of the network

tracking quality in real time regarding both the discrete target assignment and

continuous control command. Two novel methods, the group-based algorithm and

the bundle-based algorithm, are developed to find adaptive target assignments

through multi-hop communication, with the latter achieving more effective coordi-

nation and guaranteeing 1
2
-approximation in the worst-case. A new tracking utility

function is proposed for the local estimation of the global network tracking quality,

which accounts for the sensor geometries, kinematic constraints, control bounds,

and collision avoidance. The simulation results in Section 3.7 show that the per-

formance of the proposed approaches is very close to that of the optimal solution

and is higher than the other decentralized methods. Furthermore, the computa-

tional complexity analysis shows that the proposed methods have polynomial time

complexity. Finally, the applicability of the proposed approaches is demonstrated

in real-world physical experiments.

3.2 Problem Formulation and Assumptions

This chapter considers the problem of coordinating and controlling a network of

mobile robots, such as UGVs, to track multiple moving targets for purposes such

as surveillance and security. Let N = {1, . . . , N}, N ∈ N+ denote the index set of

robots in a MRN, where N is the total number of robots and is known a-priori.

The robots are assumed to operate in a closed and bounded two-dimensional (2D)

workspace W = [0, Lx] × [0, Ly] ⊂ R2. Let FW denote the inertial frame, with

origin OW , embedded inW such that the xIyI-plane aligns with the ground plane.

A moving Cartesian frame FAi
is embedded in robot i, i ∈ N by placing the
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origin OAi
at the pinhole of the robot camera. The state vector of robot i can be

represented by si = [xi yi θi]
T , where xi, yi, and θi are the 2D coordinates and

orientation of FAi
with respect to FW , as shown in Fig. 3.1. The robot state vector

si can be estimated from onboard odometry sensors and communicated with other

robots in the MRN. In addition, it is assumed that si obeys the unicycle motion

model [45, 88],

ṡi =


ẋi

ẏi

θ̇i

 =


vi cos θi

vi sin θi

ωi

 = f(si,ui), ∀i ∈ N (3.1)

where the robot control vector, ui = [vi wi]
T ∈ R2, consists of the linear

velocity vi and angular velocity wi. Assuming a constant sampling interval

∆t ∈ R+, the robot state and control vector at any time k∆t can be repre-

sented by si(k) = si(k∆t) and ui(k) = ui(k∆t). Then, the state and control

of the robot network can be written as s(k) = [sT1 (k) . . . sTN(k)]T ∈ R3N and

u(k) = [uT1 (k) . . . uTN(k)]T ∈ R2N , respectively.
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Figure 3.1: Definition of the state of a robot.

Consider that the MRN is interested in tracking a set of dynamic tar-

gets indexed by M = {1, . . . ,M},M ∈ N+, where j ∈ M represents a

unique target identity (ID). The state of target j is denoted by xj(k) =
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[xj(k) yj(k) vx,j(k) vy,j(k)]T ∈ R4, which comprises the position and ve-

locity with respect to FW . Then, the states of all targets can be written as

x(k) = [xT1 (k) . . . xTM(k)]T ∈ R4M . Assuming constant target velocity and

additive Gaussian process noise w(k), the target motion model at any discrete

time k is given by

xj(k) = Fxj(k − 1) + w(k), w(k) ∼ N (0,Q) (3.2)

where F ∈ R4×4 is the known state transition matrix [6], and Q is the covariance

matrix of the process noise.

As targets travel in the workspace, robots actively observe the targets that are

inside the robots’ field-of-view (FOV), which is a compact subset ofW denoted by

Si ⊂ W ,∀i ∈ N . Existing methods that use vision-based sensors often measure

target position in the camera frame or virtual image plane [50,80,136], leading to

complex nonlinear measurement models. In contrast, this paper designs an online

sensing pipeline (Section 3.3.2) that relies on RGB image, depth image, and robot

localization to directly measure target positions in the inertial frame FW as follows:

zi,j(k) = Hxj(k) + v(k) if xj(k) ∈ Si(k) (3.3)

where zi,j indicates the observation of the jth target by the ith robot, H = [I2 02]

and v(k) ∼ N (0,R) is the zero-mean Gaussian noise. Let x̂i,j(k) represent the

state estimate of target j by robot i, which should be distinguished from the true

target state xj(k). Given the target motion model and measurement model (3.2)-

(3.3), x̂i,j(k) can be recursively estimated by Kalman filtering [137]:

x̂i,j(k) =


Fx̂i,j(k − 1) + K(k)ei,j(k) if xj(k) ∈ Si(k)

Fx̂i,j(k − 1) if xj(k) /∈ Si(k)

(3.4)
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where x̂i,j(k− 1) is the state estimation obtained at time k− 1, ei,j(k) = zi,j(k)−

HFx̂i,j(k− 1) is the innovation term in Kalman filtering, and K(k) is the Kalman

gain matrix in [137].

In addition, because this work considers the non-trivial tracking problems where

targets outnumber the robots (M > N), not all targets can be consistently tracked

at any given time. Therefore, network coordination and control plays a crucial

role in determining valid target assignment and in obtaining the most informative

measurements.

Definition 1 (Valid Target Assignment) : Given a set of targets indexed by

M = {1, . . . ,M}, a valid target assignment to a multi-robot network indexed by

N = {1, . . . , N} at any time k is defined as a collection of N subsets, P (k) ,

{P1(k), . . . , PN(k)}, such that every element inM is included in one and only one

subset in P (k), i.e.,

Pi(k) ∩ Pi′(k) = ∅, if i 6= i′, and
N⋃
i=1

Pi(k) =M (3.5)

The target assignment space, denoted by P , is the family of all valid target as-

signments that satisfy (3.5). Because by definition Pi(k) ∩ Pi′(k) = ∅, no conflicts

may arise and, thus, a valid assignment is also called a conflict-free assignment.

Moreover, P (k) may vary over time as a function of the robot and target states,

which forms a distinct contrast to the existing work that assumes static target

assignment [17,42].

In order to quantify the network tracking quality, a novel utility function,

Ui,j(si(k), x̂i,j(k)), is defined in Section 3.5, which measures the performance of

tracking target j by robot i. Assuming the targets move independently of each

other [79], the global tracking quality of an MRN is equivalent to the sum of
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tracking utility over all targets:

Ug ,
∑
i∈N

 ∑
j∈Pi(k)

Ui,j(si(k), x̂i,j(k))

 (3.6)

This work tackles a new network optimization problem which seeks to simultane-

ously find the optimal target assignment and network control that maximize Ug,

i.e.,

max
P (k),u(k)

Ug (3.7)

s.t. si(k + 1) = f(si(k),ui(k)), ∀i ∈ N (3.8)

a1 ≤ si(k) ≤ a2, ∀i ∈ N (3.9)

|ui(k)| ≤ b, ∀i ∈ N (3.10)

Pi(k) ∩ P ′i (k) = ∅, i 6= i′,
N⋃
i=1

Pi(k) =M (3.11)

where ≤ denotes elementwise inequalities, a1 = [0 0 0]T , a2 = [Lx Ly 2π]T ,

and b represents the physical bounds imposed on the control input. By organizing

the robot control ui(k) and the resulting one-step future state si(k + 1) into a

vector χi(k) = [ui(k)T si(k+1)T ]T , the constraints in (3.8)-(3.10) can be written

compactly as

Xi , {χi(k) ∈ R5| si(k + 1) = f(si(k),ui(k)),

Dχi(k) ≤ d}, ∀i ∈ N (3.12)

where

D =

I2 −I2 0 0

0 0 I3 −I3

 , d =

[
b b a2 a1

]T
(3.13)

Similarly, the network control and state can be expressed compactly as χ =

[χT
1 (k) . . . χT

N(k)]T . Then, the decision variables of the constrained optimiza-

tion (CO) problem in (3.7)-(3.11) can be represented by the pair (P (k),χ(k)),

whose search space is P × X1 × . . .×XN .
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Directly solving the CO problem in (3.7)-(3.11) relies on accumulating and

processing information from all robots in the network [5, 9], which is known to be

highly demanding in both computation and communication resources and is prone

to single-point failures [40, 113]. This next sections present novel decentralized

approaches to solve the network optimization problem in real time, where cooper-

ative robots locally determine their target assignment and control to accomplish

the network tracking objective.

3.3 Decentralized Optimization Framework

In a decentralized framework, the network goal is achieved by robots concurrently

optimizing their local utility function while satisfying physical constraints and

guaranteeing conflict-free target assignments through communication. Therefore,

each robot must solve the optimization problem,

max
Pi(k),χi(k)

∑
j∈Pi(k)

Ui,j(si(k), x̂i,j(k)) (3.14)

s.t. χi(k) ∈ Xi (3.15)

∀Pi(k) ⊆ P (k), P (k) ∈ P (3.16)

The computational complexity associated with the optimal solution to (3.14)-(3.16)

is as follows.

Theorem 1: Determining the optimal solution to the decentralized CO problem

in (3.14)-(3.16), is NP-hard.

Proof: The CO problem in (3.14)-(3.16) can be converted to a mixed integer non-

linear programming (MINLP) by introducing a set of binary variables Γi,j(k),∀i ∈

N ,∀j ∈M, such that its value γi,j(k) equals one if target j is assigned to robot i
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at time step k, and equals zero otherwise, i.e., γi,j(k) ∈ {0, 1}. Then, (3.14)-(3.16)

can be equivalently written as

max
χi(k),γi,j(k)

∑
j∈M

Ui,j(si(k), x̂i,j(k)) · γi,j(k) (3.17)

s.t. χi(k) ∈ Xi (3.18)∑
i∈N

γi,j(k) = 1, ∀j ∈M (3.19)

γi,j(k) ∈ {0, 1} (3.20)

where (3.18) imposes the kinematic and control constraints on χi(k), and (3.19)-

(3.20) guarantees a valid target assignment. It has been well established that

MINLP is NP-hard [69, 82]. It concludes that the CO problem in (3.14)-(3.16),

which can be equivalent written as an MINLP, is also NP-hard.

3.3.1 Decomposition-Based Approximation

In order to reduce the computational complexity of the above NP-hard problem,

this work proposes a novel decentralized framework that decomposes the joint

optimization of Pi(k) and χi(k) in (3.14) into a sequential optimization problem

with two stages. The validity of the decomposition given independent constraints,

such as (3.15)-(3.16), is discussed in [19]. After decomposition, the stage I problem

can be summarized as follows.

Problem 1 (Decentralized Coordination): Given the online robot and target

estimates, si(k) and x̂i,j(k), determine the target assignment Pi(k) that maximizes

the following tracking utility by keeping the robot state si(k) temporarily constant:

max
Pi(k)

∑
j∈Pi(k)

Ui,j(si(k), x̂i,j(k)), ∀i ∈ N (3.21)
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Figure 3.2: The decentralized coordination and control framework imple-
mented on each individual robot.

Let P ∗i (k) denote the optimal solution to (3.21), then the stage II problem can be

formulated as follows.

Problem 2 (Decentralized Control): Given the optimal assignment P ∗i (k), find

the robot control that maximizes the tracking utility while satisfying the physical

constraints, i.e.,

max
χi(k)

∑
j∈P ∗i (k)

Ui,j(si(k), x̂i,j(k))

s.t. χi(k) ∈ Xi, ∀i ∈ N (3.22)

Denoting the outcome to (3.22) by χ∗i (k), the combined (P ∗i (k),χ∗i (k)) provides

an approximate solution to the decentralized network optimization problem in

(3.14)-(3.16). The two-stage decomposition reduces the complete search space in

exchange for sub-optimal solutions that are, however, highly efficient and practical

for real-time tasks. The decentralized optimization framework hinging on the two-

stage decomposition is shown in Fig. 3.2, which elegantly integrates online sensing,

communication, coordination, and control to run on every robot for target tracking.
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Figure 3.3: Online sensing pipeline for integrated target detection, classifica-
tion, and state estimation.

3.3.2 Online Sensing

Online sensing plays a fundamental role in active perception of robots. In this

work, online sensing is comprised of three sub-tasks: 1) robot state estimation

that uses motion sensors for localizing the robot; 2) target detection and classifi-

cation that relies on convolutional neural networks (CNN) to detect targets and

recognize their unique IDs; 3) target state estimation that fuses RGB data, depth

data, and robot localization to estimate the positions of dynamic targets while the

robot is also in motion. Because robot state estimation can be readily achieved by

existing techniques using either onboard odometry sensors or an external localiza-

tion system, this section focuses on the integrated target detection, classification,

and state estimation, as shown in Fig.3.3.

Due to rapid development in computer vision algorithms, human targets can

be accurately detected by extracting bounding box approximations from robot

RGB imagery using the well-known CNN-based detectors such as Yolo or Mask-

RCNN [59,105]. Then, the goal of target classification is to associate the extracted
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targets with the pre-specified targets-of-interest they most resemble. Considering

that the targets-of-interest are each known to the MRN by a reference image anno-

tated with a unique ID, as shown in Fig.3.3. Owing to the dynamic characteristics

of the MRNs, target classification needs to be robust to viewpoint changes to pre-

vent frequent ID-switching as robots and targets move over time. Consequently, a

deep neural network trained for person re-identification, also known as the Re-ID

Net, is adopted for the task due to its invariance to the translation and rotation of

image features [87, 133]. The Re-ID Net implemented on each robot extracts con-

volutional features from the bounding box detection of each target, and compares

those features to that of the reference images, so as to find the closest match as

the recognized target. Further details on the implementation of Re-ID are stated

in [87,133].

After a target is detected and associated with a unique ID, the target state is

measured using robot onboard sensors. Let xj|image(k) ∈ R2 be the 2D position of

the jth target with respect to the image reference frame, which can be approximated

by the image coordinate at the center of the target’s bounding box. Given xi|image,

the target depth, dj(k), can be obtained by extracting the corresponding pixel

value in the depth image. Then, the target position with respect to the camera

frame, FAi
, is given by

xj|camera(k) = dj(k)M−1[xj|image(k) 1]T (3.23)

where M ∈ R3×3 is the camera intrinsic matrix. The target measurement zi,j(k)

in the inertial frame FW is obtained by mapping xj|camera(k) from FAi
to FW

zi,j(k) = Ri(k)xj|Tcamera(k) + rTi (k) (3.24)

where Ri(k) and ri(k) are camera extrinsic parameters estimated from the robot
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state vector, si(k) = [xi(k) yi(k) θi(k)]T , as follows:

Ri(k) =


cos[θi(k)] − sin[θi(k)] 0

sin[θi(k)] cos[θi(k)] 0

0 0 1

 ,
ri(k) = [xi(k) yi(k) 0]T (3.25)

Compared to the true target state xj(k), the measurement zi,j(k) does not contain

the velocity terms and is assumed to be subjected to white, additive Gaussian

noise v(k), which yields

zi,j(k) =

1 0 0 0

0 1 0 0

xj(k) + v(k) (3.26)

as specified in (3.3). This linear measurement model is used to recursively estimate

the target state x̂i,j(k) in (3.4).

3.3.3 Local Communication

Network communication is assumed to be free of delays and established between

robots within a limited communication range rc measured by the inter-robot Eu-

clidean distance [74, 89, 99, 122]. Since the robot network is dynamic, the net-

work communication topology is time-varying and at any instant of time can be

represented by an undirected graph G = (N ,A), where the node set N is de-

fined by the robot index set such that each node corresponds to a robot, and

the arc set A ⊆ N × N represents the collection of established communication

links [61, 86, 131]. Owing to the limited communication range, robots that are

spatially distant can be disconnected, forming local networks of various sizes.
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The communication graphs are illustrated using a five-node (robot) network in

Fig. 3.4. The five nodes form a single connected communication graph at time

step k (Fig. 3.4(a)), which then becomes two locally connected graphs as the

network configuration changes at time k′ (Fig. 3.4(b)). Additionally, this work

assumes multi-hop data transmission in the communication network, whereby a

robot’s messages can propagate through one or more intermediate neighbors to

reach distant, non-adjacent neighbors. Therefore, multi-hop communication has

the advantages of extended coverage and improved connectivity over the standard

single-hop communication [9, 33, 117]. The following sections will present decen-

tralized coordination and control approaches, which rely on information exchange

by means of communication. For brevity, in the descriptions of the approaches,

we assume N robots forming a single communication network to track M targets.

When the communication graph is disconnected, the approaches hold without loss

of generality for every local network.
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Figure 3.4: An illustrative example of (a) a single connected communication
graph (a) and two locally connected communication graphs (b)
formed by five nodes (robots) of different configurations.
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Figure 3.5: Illustration of the single-assignment and multi-assignment prob-
lems.

3.4 Decentralized Coordination

The goal of decentralized coordination is to find a valid target assignment, as

defined in (3.5), by means of local robot estimation and communication. Math-

ematically, a tracking utility is associated with every robot-target pair, and the

robots seek to find the assignments that maximize the utility of the network (3.6),

which amounts to solving the stage I optimization problem (Problem 1 ). In gen-

eral, target assignment can be divided into two categories, single-assignment and

multi-assignment problems. In single-assignment problems, targets are matched to

an equal number of robots on a one-to-one basis [118,119,145]. In multi-assignment

problems, one or multiple targets are matched to each robot, leading to a more

difficult problem where the target assignment space grows exponentially as the

target number increases. These two types of assignment are illustrated in Fig.3.5.

Among existing methods for the single-assignment problem, auction-based algo-

rithms put forward a distributed strategy that converges in polynomial time [146].

Auction was used by humans throughout history in market economies and was in-

troduced to solve assignment problems in the late 1970s [15,36]. In auction-based

methods, robots are viewed as bidders that place bids for the most valued targets

based on local criteria (e.g., utility functions). Robots can exchange information
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with communication neighbors, whereby the targets’ prices are updated based on

the highest bids [113, 143]. Since robots can increase their bids following some

pre-defined protocols to compete for the targets, the auction runs iteratively until

the bids converge [98].

Inspired by the auction mechanism, this work proposes two novel decentralized

algorithms for the multi-assignment problem, which are referred to as the group-

based assignment and bundle-based assignment, respectively. Both algorithms

perform an auction that iterates between robots bidding on the most valued targets

and robots reaching a consensus on conflict-free assignments. Nevertheless, they

differ in the ways of constructing assignment combinations and in the auction

protocols being used. The notation shared by both algorithms is introduced here.

During auction, robot i iteratively updates a winning bids list yi(k) that records

the highest bid on every target and a winning agent list ai(k) that stores which

agent owns each target. For brevity, the discrete-time index k is omitted in the

rest of this section. Moreover, the tracking utility function Ui,j(·) defined in (3.48)

is used as the local criterion for computing bids in auction, with larger values

indicating more desired targets.

3.4.1 Group-Based Assignment

The primary idea of group-based assignment is to divide the set of targets (M)

into a number of groups equal to the robots’ number (N) and, then, assign every

target group to one and only one robot by auction. Assuming targets are grouped

using the Euclidean distance, the tracking utility gained by robot i from selecting

the th target group is denoted by Ui,(·), which can be obtained by replacing the

individual target estimate in (3.48) with the group centroid. However, robot i also
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pays a bid yi, to claim the th target group. As a result, the net utility associated

with a target group is defined as Ui,−yi,, which is to be maximized by each robot

i ∈ N while avoiding conflicts.

The rest of this subsection presents one auction iteration which consists of a

single run of bidding and consensus. Assume the winning bids list and the winning

agent list carried by robot i up to the lth iteration are written as y
(l)
i = {y(l)i, |  ∈

{1, . . . , N}} and a
(l)
i = {a(l)i, |  ∈ {1, . . . , N}}, respectively. Entering the (l + 1)th

iteration, robot i seeks to claim the target group i that maximizes its net utility

i = arg max


Ui, − y(l)i, ,  ∈ {1, . . . , N} (3.27)

However, if the thi target group was won by another robot i′, i′ 6= i in the lth

iteration, robot i will need to increase its bid to compete for the target group in

the (l + 1)th iteration

y
(l+1)
i,i

= y
(l)
i,i

+ δ (3.28)

where δ is the largest increment by which the bid can be increased, with the thi

target group still being the best option for robot i [14, 16, 98]. Therefore, δ is the

net utility difference between the current best and the second best target group

δ = (Ui,i − y
(l)
i,i

)−max
′ 6=i

(Ui,′ − y(l)i,′) (3.29)

In practice, a minimum bidding increment of ε ∈ R+ is added to δ, so as to the

guarantee convergence in auction [16]. By increasing the bid according to (3.29),

robot i is recorded as the new winning agent for the thi target group, i.e., a
(l+1)
i,i

= i.

In order to reach a consensus, the winning bids list y
(l+1)
i of each robot is broadcast

to their neighbours in the network. Then, robot i, after receiving its neighbours’
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winning bids list, performs the following updates:

y
(l+1)
i, = max

ı∈N
y(l+1)
ı, ,  ∈ {1, . . . , N} (3.30)

a
(l+1)
i, = arg max

ı∈N
y(l+1)
ı, ,  ∈ {1, . . . , N} (3.31)

The above auction and consensus in (3.27-3.31) repeat until the winning agent lists

ai, i ∈ N converge.

The group-based method imposes the assumption that distinct targets in the

same group are best represented by the group centroid and can be viewed as a single

item in auction. This abstraction leads to the loss of valuable information regarding

the contribution of each target to the tracking utility that is to be optimized. This

issue will be addressed by the bundle-based assignment in the next subsection.

3.4.2 Bundle-Based Assignment

In the bundle-based assignment, each robot constructs a bundle by sequentially

including targets based on the tracking utility of individual targets. This dynamic

assignment combination encodes a decreasing order of target significance and is

called a bundle to be distinguished from a group that is a static target combination

formed before auction. The proposed bundle-based assignment draws inspiration

from the consensus-based bundle algorithm (CBBA) in [30], which allocates a set

of tasks that would happen at fixed locations and within limited time windows to

several agents. However, task allocation in CBBA cannot be dynamically adjusted.

In contrast, the proposed bundle-based assignment can instantaneously adapt to

the movements of robots and targets.

The rest of this subsection presents one auction iteration in the bundle-based
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method, to highlight the primary differences from the group-based method. Apart

from the winning bids list yi and winning agent list ai, robots carry a bundle

list bi to record the assignment combination. The length of bi is an empirically

chosen parameter, representing the maximum allowable targets assigned to a robot.

Assume that y
(l)
i , a

(l)
i and b

(l)
i have been obtained by robot i, i ∈ N in the lth

iteration. Letting ni denote the index of the first empty element in b
(l)
i , robot

i selects the best target that is not yet in the bundle according to the following

protocol for the (l + 1)th iteration:

ji = arg max
j

βni−1Ui,j, j ∈M \ b
(l)
i (3.32)

where 0 < β ≤ 1, and βni−1 is a factor that hinders a target from being selected

by the robot who has already won many targets (a large ni). Hence, the protocol

in (3.32) prevents cases in which a large number of targets are assigned to a small

subset of robots. After selecting the jthi target, y
(l+1)
i is updated by y

(l+1)
i,ji

=

max
j

βni−1Ui,j, j ∈ M \ b
(l)
i , which is different from the bid update (3.28) in the

group-based method. Then, the nth element in the bundle list b
(l+1)
i is determined

as follows:

b
(l+1)
i,ni

=


ji if y

(l+1)
i,ji

> y
(l)
i,ji

∅ otherwise

(3.33)

where ∅ means no target will be added to b
(l+1)
i because robot i fails to bid higher

than the existing winning bid.

Next, each robot broadcasts y
(l+1)
i through multi-hop communication such that

the up-to-date bids for all targets are known to the entire network N . The consen-

sus is reached by the ith robot replacing y
(l+1)
i with the highest bid offered by itself

or one of its neighbours [65] and releasing the selected targets that are outbid from

b
(l+1)
i . Finally, the winning agent list a

(l+1)
i is determined based on the updated
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b
(l+1)
i :

a
(l+1)
i,j =


i if j ∈ b

(l+1)
i

a
(l)
i,j otherwise

, ∀i ∈ N , ∀j ∈M (3.34)

In summary, despite different ways of bidding on the targets, both the group-

based and bundle-based methods iteratively perform an auction until the winning

agents list ai converge. Also, it will be shown in Section 3.6 that both algorithms

are polynomial time algorithms. Finally, given the converged ai, the target assign-

ment solution to the decentralized coordination (Problem 1 ) is obtained as

Pi = {j ∈M | 1(ai,j = i)}, ∀i ∈ N (3.35)

where 1(·) is an indicator function that equals one when the enclosed statement

holds true, and zero otherwise.

3.4.3 Performance Analysis of Decentralized Coordination

The group-based method has practical advantages of providing an efficient polyno-

mial time solution to the NP-hard multi-assignment problem, as discussed further

in Section 3.6. However, the grouping criterion (Euclidean distance) is inconsistent

with the objective function of the multi-assignment problem, which introduces a

degree of approximation that is difficult to bound. Therefore, this section focuses

on the performance analysis of the bundle-based method that directly solves the

multi-assignment problem. Let OPT and ALG be the objective function value

of the optimal solution and an approximate solution to the same maximization

problem, respectively. The definition of an α-approximation algorithm [138] is

introduced as follows.
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Definition 2 (α-approximation algorithm) : An α-approximation algorithm for

a maximization problem is a polynomial time algorithm that produces a solution

whose value is within a factor of α of OPT, that is:

α ·OPT ≤ ALG (3.36)

It follows that α < 1, and α is also called the performance guarantee of the

approximation algorithm.

Proposition 1 (Bundle-based Assignment Performance Guarantee): Bundle-

based assignment is a 1
2
-approximation algorithm.

Proof: The key step of the proof is to show the objective function of the bundle-

based assignment satisfies the condition of diminishing marginal gain (DMG).

Then, the Lemma 1 in [30] is adopted to show that the bundle-based assignment

is a 1
2
-approximation algorithm with the DMG objective function.

For the optimization problem in (3.22), diminishing marginal gain [13] refers

to the phenomenon that each additionally assigned target leads to an ever-smaller

increase in the value of the objective function
∑

j∈Pi
Ui,j, ∀i ∈ N . Clearly, the

incremental value gained by adding target j to the assignment of robot i is Ui,j.

In the proposed bundle-based method, let ni and mi denote the nthi and mth
i entry

in the ith robot’s bundle list (bi). In order to show that the objective function

satisfies the DMG condition, it suffices to prove the following relation:

Ui,ni
≥ Ui,mi

, if ni ≤ mi (3.37)

For brevity in notation, the index of the auction iteration (l) is omitted in this

proof. According to (3.32)-(3.33), the nthi element in bi represents the index of the

target selected by robot i at the nthi place, which is given by

bi,ni
= arg max

j
βni−1Ui,j, j ∈M \ {bi,1, . . . , bi,ni−1} (3.38)
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Assume that target c is added to the mth
i (ni < mi) entry of bi, which provides an

incremental value of Ui,mi
to the objective function. It follows that c was not in

the bundle when bi,ni
was selected (c ∈M\{bi,1, . . . , bi,ni−1}) and c 6= bi,ni

since all

elements in the bundle are unique. If Ui,ni
< Ui,mi

while selecting the nthi element,

then

c = arg max
j

βni−1Ui,j, j ∈M \ {bi,1, . . . , bi,ni−1} (3.39)

Comparing (3.38) to (3.39) gives c = bi,ni
, which contradicts c 6= bi,ni

. Thus, it

proves by contradiction that the relation in (3.37) is true, i.e., the objective func-

tion of bundle-based assignment satisfies the DMG condition. Then, the following

optimality analysis is taken from [20, 30]. It was proven in [30] that the single

assignment problem with DMG objective functions can achieve 1
2
-approximation.

The multi-assignment problem in (3.22) can be treated as a single assignment by

assuming a total number of N ·
∑M

i=1M !/i! expanded robots such that each robot

can only select up to one target from the search space P [20]. It follows that

the proposed bundle-based assignment with a DMG objective function guarantees

1
2
-approximation. However, this performance guarantee is for the worst-case sce-

narios [30]. The numerical results in Section 3.7.1 will show that the proposed

bundle-based assignment provides much better performance in general.

3.5 Decentralized Control

Once the target assignment is obtained by solving the network coordination prob-

lem, robots individually determine their control in a decentralized fashion to max-

imize the network tracking performance (problem 2 ). Recent works have shown

that the information gain of the (future) target measurements can be used to select

sensor actions which reduce the most uncertainty in the target states [32, 79, 80].
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Drawing inspiration from these works, this paper defines the information gain as

the one-step expected entropy reduction (EER) in the target states.

3.5.1 Information Gain

Since robots have a bounded FOV, the one-step future measurement is modeled

as Bernoulli random finite set (RFS) Zi,j(k+ 1), which can either contain a single

target measurement (zi,j(k + 1)) or be an empty set (∅) depending on whether a

target is detected or not. Therefore, the probability density function of Zi,j(k+ 1)

can be described by

f(Zi,j(k + 1)) =


pD · g(zi,j(k + 1)) if Zi,j(k + 1) = {zi,j(k + 1)}

1− pD if Zi,j(k + 1) = ∅

where g(·) is a Gaussian distribution derived from (3.3) and pD describes the target

detection probability and is characterized by the Bernoulli probability distribution

pD =


1 if x̂i,j(k + 1) ∈ Si(k + 1)

0 if x̂i,j(k + 1) /∈ Si(k + 1)

(3.40)

that assumes no missed detections when the future target state is inside the planned

robot FOV Si(k + 1).

Let Σi,j(k+1|k) and Σi,j(k+1|k+1) represent the prior and posterior covariance

matrix of the target estimate before and after a future measurement Zi,j(k + 1) is
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made, respectively. The two covariance matrices can be recursively updated by

Σi,j(k + 1|k) = FΣi,j(k|k)FT + Q (3.41)

Σi,j(k + 1|k + 1)

=


(I−K(k)H)Σi,j(k + 1|k) if Zi,j(k + 1) = {zi,j(k + 1)}

Σi,j(k + 1|k) if Zi,j(k + 1) = ∅
(3.42)

where Σi,j(k|k) is the posterior covariance matrix at time k. The entropy reduction

in the state estimate that would be gained by obtaining Zi,j(k + 1) is [79,85]

Ri,j(Zi,j(k + 1)) =
1

2
log

|Σi,j(k|k)|
|Σi,j(k + 1|k + 1)|

(3.43)

where | · | represents matrix determinant. The information gain or EER can be

obtained by taking expectation over the unknown future measurement Zi,j(k + 1)

[80]:

Ii,j = EZi,j(k+1)[Ri,j(Zi,j(k + 1))] (3.44)

The detailed derivation of Ii,j is shown in Appendix A.

3.5.2 Tracking Utility Function

Since this paper considers the non-trivial tracking scenarios where the targets

have a more dominant number, some targets cannot be consistently tracked at

every time instant. Therefore, a new navigation reward that takes into account

the bounded and directional robot FOV geometry is introduced to encourage the

exploration of lesser tracked targets. Let tj(k) denote the cumulative tracking time

of target j up to time step k, i.e.,

tj(k) =
k∑

κ=1

( N∑
i=1

1(xj(κ) ∈ Si(κ)) · 1(j ∈ Pi(κ))

)
(3.45)
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The missed-tracking time can be defined accordingly as τj(k) = k − tj(k), which

serves as a priority indicator with larger values indicating that the target is tracked

for lesser time. Letting px,y ∈ W be the 2D coordinate of an arbitrary point in

the workspace, the navigation reward designed to “push” robot i toward the lesser

tracked target j is given by

Ji,j = − τj(k) ·
∮
Si(k+1)

‖px,y − x̂i,j(k + 1)‖ dxdy (3.46)

where the integration over Si(k + 1) accounts for the geometry of the robot’s

bounded and directional FOV, and the negative sign ensures consistency with the

maximization framework such that higher values of Ji,j incentivize exploration

more.

Next, letting B ⊂ W denote the obstacles in the workspace, collision avoidance

is guaranteed by incurring a cost γ ∈ R+ on the planned robot states that will

collide with either the moving targets or the obstacles:

Ci,j = γ

(
1
(
‖si(k + 1)− x̂i,j(k + 1)‖ ≤ ε

)
+ 1
(
si(k + 1) ∈ B)

))
(3.47)

where ε ∈ R+ is a threshold on the Euclidean distance within which collision is

considered to occur. Then, the utility function of ith robot tracking the jth target

is defined as

Ui,j(si(k), x̂i,j(k)) = Ii,j + Ji,j − Ci,j (3.48)

that consists of the EER, navigation reward, and collision penalty. Although the

robot control ui(k) does not directly appear in (3.48), it determines the planned

robot state through the robot motion model (3.1), thus affecting the tracking

utility.

Substituting (3.48) to (3.22) gives the objective function of the decentralized

control optimization, i.e.,
∑

j∈P ∗i (k)
Ui,j(si(k), x̂i,j(k)), which is discontinuous, non-

convex, and multimodal. The discontinuity is introduced by the collision penalty
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(Ci,j) and by the bounded FOV model used in deriving the EER (Ii,j). The non-

convexity is owing to the sum of tracking utility over multiple assigned targets

(|P ∗i (k)| ≥ 1), which also leads to a multimodal function. Characteristics of the

objective function is further discussed in Appendix B using a representative exam-

ple. The above characteristics prevent the use of classical gradient-based methods

and sub-gradient methods to solve the decentralized control optimization problem

in (3.22). Instead, modern metaheuristic algorithms provide viable solutions be-

cause they do not require any special characteristics of the objective functions.

In particular, this work employs the Genetic Algorithm (GA) due to its popu-

larity and effectiveness in solving the non-convex and discontinuous optimization

problems [2, 21,38,55,150].

In summary, the integration of the two assignment methods (stage I optimiza-

tion) proposed in Section 3.4 and the control optimization (stage II optimization) in

this section gives two novel decentralized approaches for network coordination and

control, which are referred to as Group-based Assignment and Control (GBAC)

and Bundle-based Assignment and Control (BBAC) hereon in the chapter. An

important implementation consideration is that the EER term, Ii,j, does not con-

tribute to the objective function in the stage I optimization because robot states

are assumed temporarily constant when optimizing Pi(k) (Problem 1 ). Also, when

computing the objective function for the group-based assignment, the state esti-

mate x̂i,j(k) in (3.48) is replaced by the group centroid. GBAC and BBAC differ

in the coordination strategy used to find the online adaptive target assignments.

Nevertheless, they are both fully decentralized approaches running concurrently

on every robot to optimize the network tracking performance.
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3.6 Computational Complexity Analysis

Since it has been proven in Section. 3.3 that obtaining the optimal solution of net-

work coordination and control problem is NP-hard, this section presents the com-

putational complexity analysis for the proposed algorithms, namely, the GBAC

and BBAC. For both methods, the analysis is presented for a network of N robots

forming a single communication network to track M targets. When the commu-

nication graph is disconnected, the analysis holds without loss of generality for

every connected component in this graph. Decoupling the network optimization

problem defined in (3.14) into decentralized coordination and control enables the

complexity of each stage to be analyzed separately and then, combined to give the

overall complexity of the proposed methods.

3.6.1 Complexity Analysis of Group-based Assignment

The complexity of group-based assignment is derived from three primary steps

executed sequentially in its implementation. The first step requiresO(NM) time to

form a communication network and for each robot in this network to propagate the

locally estimated target states to their respective neighbors. This communication

ensures that the information used by the robots for further steps is consistent

within the network. The second contribution to the algorithm’s complexity comes

from target grouping, which divides M targets into a number of groups equal to

the number of robots (N). This work implements the k-means clustering [57,

83] for target grouping, whose run time is O(κ1NM) and κ1 is the iterations

required for convergence in clustering. The last step obtains a valid assignment

through iterative auction and incurs the complexity of O(N3 max
i,j

(Ui,j/ε)) for the
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worst-case scenario, where ε is the minimum bid increment introduced in Section

3.4.1. Inspired by [146], the worst-case scenario is constructed to satisfy three

conditions: 1) robots form a network of chain structure such that it takes N − 1

communication rounds to propagate information over the entire network; 2) there

exists a conflict on the assignment of every target group for all robots; 3) all

robots persistently place minimum bid increments of ε to compete for a target

group [146] until it is no longer attractive, thus delaying the auction. Because

it takes no more than N max
i,j

(Ui,j/ε) iterations to resolve conflicts on a single

assignment among all robots [14], it follows that the worst-case scenario requires

no more than O(N3 max
i,j

(Ui,j/ε)) time to terminate. Combining the above three

terms, the final computational complexity of the group-based assignment can be

obtained as

O(NM + κ1NM + κ2N
3) (3.49)

where κ2 denotes max
i,j

(Ui,j/ε) for brevity.

3.6.2 Complexity Analysis of Bundle-based Assignment

Compared to the group-based method, the time complexity of the bundle-based as-

signment consists of one less term, because the targets need not be grouped before

assignment. The first contributing term comes from the construction of the com-

munication network, which takes the same O(NM) time as in (3.49). Although the

running time required by the iterative auction in bundle-based algorithms differs

from that in the group-based method due to different bidding schemes (Section

3.4), it is computed by constructing a similar worst-case scenario as described

in the above subsection. The only difference is that robots bid on M targets

separately without dividing them into N groups (N ≤ M). Because conflicting
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assignments are resolved by each robot releasing the targets that are outbid, it

leads to a complexity of N2M to reach consensus on all targets in the worst-case

scenario. Therefore, the overall computational complexity is

O(NM +N2M) (3.50)

Apparently, the run time of the algorithm is dominated by O(N2M), which is a

polynomial time algorithm in terms of both the network size N and the target

population (M). However, it should be noted that, in general, the algorithm

converges much earlier than N2M iterations, because some robots are likely to

form smaller local networks and to have a more efficient communication topology

than the chain graph assumed in the worst-case scenario.

3.6.3 Complexity Analysis of Control Optimization

The complexity of the control optimization is dominated by the calculation of the

utility function in (3.48) and the number of iterations (denoted by NG) the GA

algorithm takes to converge. The time required by each GA iteration is considered

negligible and is beyond the scope of this discussion. Within each GA iteration,

three sub-objectives are evaluated by each robot, which includes the EER (Ii,j),

the navigation reward (Ji,j), and the collision penalty (Ci,j). Computing Ii,j takes

O(M) time due to the simplified expression in (3.44). Finding the navigation

reward Ji,j in has a complexity of O(LM), which assumes the robot FOV can

be discretized into L grids in order to approximate the integration in (3.46) by

a finite sum. Next, Ci,j in (3.47) penalizes potential collisions between a robot

with any targets and obstacles in the environment, thus causing O(M + |B|) time

complexity. Finally, the time required by the control optimization can be written

69



as

O(NG(M + LM + |B|)) (3.51)

By considering a sparse obstacle populated environment, i.e., |B| < M , (3.51) can

be simplified as O(NG(L+ 1)M), which is linear in terms of the target population

M in the network.

GBAC is composed of the group-based assignment and control optimization in a

sequential manner, which leads to an overall complexity of O((κ1+1)NM+κ2N
3+

NG(L+ 1)M) by omitting the non-dominant term in (3.51). Likewise, BBAC that

involves the bundle-based assignment and control optimization generates a total

run time of O((N + N2)M + NG(L + 1)M). It can be concluded that the two

decentralized network coordination and control methods developed in this chapter

achieve polynomial time complexity and, thus, are scalable to large-size networks.

Experimental results on the computation complexity of the proposed algorithms

will be presented in Section. 3.7.

3.7 Decentralized Network Optimization Experiments

And Results

The effectiveness of the decentralized coordination and control approaches pre-

sented in the chapter is verified for a variety of tracking scenarios characterized by

randomized initial network configurations, different target trajectories, and varying

communication ranges for inter-robot communication. In Section 3.7.1, the impact

of network coordination is first investigated, followed by a comparative study that

involves six types of methods for analyzing the tracking performance in Section

3.7.2. The performance variation as a function of the communication range is also
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explored in 3.7.3. Then, physical experiments with a network of UGVs tracking

multiple human targets are presented in Section 3.7.4, which demonstrates that the

proposed approach can be implemented in real-time for robot network applications.

3.7.1 Simulation Results

The simulation environment includes four mobile robots and six moving targets

that are randomly initialized in a bounded 100 m × 50 m workspace, as shown in

Fig.3.6. It is assumed that the initial target states are known to the robot network.

Also, targets are denoted by the color of the robot they are assigned to throughout

the simulation.

 

 

 

𝐱2 

𝐱6 

𝐱1 

𝐱4 

𝐱3 

𝐱5 

ℛ3 ℛ4 ℛ2 ℛ1 

Robot 𝐬𝑖: 

Robot FOV: 

𝐬1 

𝐬2 

𝐬3 

𝐬4 

Target 𝐱𝑗: 

Target heading: 

Robot 𝐬𝑖: 

FOV: 

Target 𝐱𝑖: 

Heading: 

Robot ℛ𝑛: 

Robot FOV: 

Target 𝒯𝑖: 

Target heading: 

𝐱2 

𝐱6 

𝐱1 

𝐱4 𝐱3 

𝐱5 

𝐬1 
𝐬2 

𝐬3 

𝐬4 

Figure 3.6: An example of the initial network configuration with robots and
the assigned targets visualized in the same color.

The impact of network coordination is demonstrated qualitatively by compar-

ing tracking with and without adaptive assignment. Tracking without adaptive

assignment is realized by fixing the initial target assignment throughout the sim-

ulation and only optimizing the proposed EER-based tracking utility for network

control. Therefore, this baseline is referred to as EER control here on in the chap-

ter. On the other hand, the two novel network coordination and control methods,

GBAC and BBAC, represent tracking with adaptive target assignment. For a fair
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comparison, the three methods are tested using the same initial configuration in

Fig.3.6 and the same communication range of 30 m.

The tracking results of the three methods corresponding to the same time

instant are highlighted in Fig. 3.7. Attention is given to robot s1 and s2, who are

initially assigned two targets moving in opposite directions (Fig.3.6), creating a

challenging tracking scenario. Due to lack of coordination in EER control, targets

x4 and x6 are tracked by robot s1 and s2 according to the initial assignment,

respectively, although the two targets are very close and can be easily tracked

by a single robot. Moreover, the tracking of target x3 is adversely affected since

robot s2 would have to travel a large distance to track it after tracking target x6.

Consequently, the uncertainty in the estimates of target x3 may increase to the

level that the tracking eventually fails. In comparison, robots in GBAC (Fig.3.7(b))

and BBAC (Fig.3.7(c)) form a local network to coordinate the target assignment

because they are currently within the communication range of 30m. As described

in Section 3.4, coordination in GBAC is achieved by robots selecting target groups

formed using the distance criterion. The group of targets x1, x4 and x6 is selected

by robot s1, leading to targets x4 and x6 being tracked and freeing robot s2 to track

target x3. Even more effective coordination is achieved by BBAC in Fig.3.7(c),

where the change in assignments of targets x3 and x4 is adaptive to the target and

robot movements. As a result, the targets are either tracked instantaneously or

very close to the assigned robots such that they (targets x3 and x5) can be easily

tracked in the next time steps.
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Figure 3.7: Demonstration of tracking without coordination (EER control)
(a) and tracking with coordination by GBAC (b) and BBAC (c),
and the robots and targets are denoted by their states si and xj,
respectively.

3.7.2 Quantitative Analysis

The quantitative analysis involves the comparison of the proposed GBAC and

BBAC methods, to the optimal solution obtained offline, and to three decentral-

ized approximate approaches featuring different network coordination and control

strategies:

� Optimal solution: Solving the network optimization problem defined in (3.7)-

(3.11) without the decomposition presented in Section 3.3;

� Winner takes all (WTA) approach [122]: The state-of-art decentralized ap-

proach to simultaneous control and target assignment for multi-target track-

ing;

� EER control: The proposed decentralized network optimization with, how-

ever, a-priori target assignments;

� PD control: Decentralized control by minimizing the Euclidean distance be-

tween the initially assigned targets and the center of the robot FOV.

Notice that the comparative study focuses on the non-trivial tracking scenarios
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where the targets outnumber the robots and, thus, only a fraction of the total

target population can be consistently tracked. Also, the robot network is assumed

to operate on a constant communication range of 30m for all of these methods,

while the impact of varying communication ranges will be further studied in this

section.

The effectiveness of the above methods is demonstrated using two metrics: 1)

the average target tracking rate (ATTR) which is the ratio of the average target

tracking time to the total simulation time; 2) the average robot travelling distance

(ARTD) which is the average distance travelled by all robots in the network. For

all methods, 15 tests of varying initial network configurations were performed in

simulation. The ATTR and ATRD metrics recorded for each of these tests are

presented in Fig.3.8-3.9, whereas the average statistics are summarized in Table.

3.1. The ARTD metric solely does not represent the tracking performance but

can be used in combination with ATTR to analyze the tracking performance with

respect to the energy consumed in achieving it. Thus, the tracking efficiency

defined as the ratio of ATTR to ATRD is presented in Table. 3.1, which evaluates

the average target tracking rate per unit distance travelled by the robot.

It can be seen from Table. 3.1 that the proposed GBAC and BBAC methods

outperform all the baselines, except the optimal solution, which is obtained offline

and, as expected, acts as an upper bound on the performance of the decentralized

approaches (Fig. 3.8). The comparison to the WTA method shows the advantages

of the full decentralized coordination and control framework proposed in this chap-

ter. The advantages can be attributed to the effective auction-based assignment

and to the information driven tracking utility, as opposed to the deterministic util-

ity in WTA which does not account for the uncertainty in target state estimates.
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Figure 3.8: The ATTR metric obtained by the six network coordination and
control algorithms when the communication range is 30 m.
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Figure 3.9: The ATRD metric obtained by the six network coordination and
control algorithms when the communication range is 30 m.

Furthermore, when compared to EER control and PD control, the superior perfor-

mance of GBAC and BBAC is owing to the adaptive target assignments achieved

by network coordination. Amongst the two proposed methods, BBAC demon-

strates a higher ATTR than GBAC on average while maintaining a lower ARTD,

which is also reflected in the tracking efficiency metric (Table. 3.1). GBAC falls

short because it uses an abstract group representation for distinct targets when

determining the target assignments. In comparison, BBAC which achieves more ef-
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fective coordination by considering individual targets’ contribution to the network

tracking utility.

The computational complexity derived in Section. 3.6 and the computation

times observed experimentally in simulations are summarized in Table. 3.2. The

results are obtained on a Alienware Aurora R13 with 3.19 GHz Intel(R) Core(TM)

i9-12900KF and 128 GB installed RAM. The two proposed methods, GBAC and

BBAC, demand drastically lesser time in comparison to the optimal solution.

When compared to the other baselines, the computation complexity of GBAC and

BBAC is higher, but they can still be implemented in real-time while achieving

much better performance.

Table 3.1: Comparison of Tracking Performance

Methods Assignment Average Average Average

ATTR ARTD (m) efficiency

Optimal Adaptive 77.43% 98.71 0.78

BBAC Adaptive 71.36% 92.80 0.77

GBAC Adaptive 66.69% 109.65 0.61

WTA Adaptive 59.63% 103.06 0.58

EER control Pre-defined 53.68% 92.22 0.58

PD control Pre-defined 45.83% 90.48 0.51

3.7.3 Influence of Communication Range

The tracking performance of the two proposed methods as a function of the com-

munication range rc is investigated by conducting 15 tests at each of the nine

consecutive communication ranges varying from 0m to 80 m with an increment of
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Table 3.2: Comparison of Computation Complexity

Methods Theoretical Experimental

complexity complexity (sec)

Optimal NP hard 119.03

BBAC O((N +N2)M +NG(L+ 1)M) 0.88

GBAC O((κ1 + 1)NM + κ2N
3+ 0.74

NG(L+ 1)M)

WTA O(NM +NP +M) 0.44

EER control O(NG(L+ 1)M) 0.56

PD control O(M) 0.18

10 m. The average ATTR across these tests is plotted against the communica-

tion range in Fig.3.10. As the communication range increases, more robots join

the same local network to attain consensus on assignments that are beneficial for

the network as a whole, improving the overall network tracking performance for

both GBAC and BBAC. Interestingly, GBAC and BBAC witness a significant im-

provement in the average ATTR as the communication range increases to 30m,

after which the improvement is less noticeable. This can be attributed to the use

of multi-hop communication adopted in this work, which enables the propagation

of information to distant non-adjacent neighbors and, thus, improve the network

connectivity and reduces the impact of larger communication ranges.

On the other hand, the communication range of 0m simulates an interesting

scenario where robots independently complete the tracking task based on their

initial knowledge and local estimation, which is also representative of the network

tracking performance in event of loss of communication. Therefore, the perfor-

mance drop from a certain communication range (e.g., rc = 30 m) to the range of
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0m demonstrates the adverse impact of communication failures in these systems.

However, due to the decentralized nature of the proposed approaches, an average

ATTR of approximately 50% is obtained at rc = 0 m, showing the robustness to

scenarios of communication failures.
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Figure 3.10: The average ATTR against varying communication ranges.

3.7.4 Experimental Results

The primary purpose of conducting experiments with a physical robot network is

to ensure that the proposed control and coordination algorithms can run reliably

on multiple robots in a decentralized manner, while achieving the network tracking

objective in real-time. Two types of experiments are conducted in an indoor lab

workspace (Fig. 3.11), which include the testing of the vision-based target de-

tection, classification, and state estimation pipeline using a single target, and the

testing of the full decentralized network optimization framework for multi-target

tracking. The robots used in the experiments are Husarion ROSBots equipped with

a Orbecc Astra RGBD cameras, odometry sensors, and a wifi Antenna, as shown

in Fig. 3.12. Although onboard odometry sensors can be easily used for robot
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localization, due to the accumulation of localization errors, they are less accurate

than the external motion capture system that estimates the robot state indepen-

dently at every time step. In addition, inter-robot communication is achieved by

robots exchanging data over a shared WiFi network. For demonstration purposes,

the experiments were recorded by a surveillance camera installed in a pre-selected

location that covers the majority of the workspace. 
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Figure 3.11: The indoor workspace. 
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Figure 3.12: The UGV with various sensing capabilities in physical experi-
ments.
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Figure 3.13: Demonstration of vision-based tracking with the robot view su-
perimposed with the recording camera view and the reference
images of the targets-of-interest.

Experiment on the Vision-based Online Sensing

The goal of this experiment is to validate the vision-based target detection, clas-

sification, and state estimation pipeline (Fig. 3.12) independent of the network

coordination and communication. In the experiment, the human target is detected

using Mask R-CNN implemented on the robot, which outputs bound box approxi-

mations of the target in the image frame, as shown in the robot view in Fig. 3.13.

Then, the ReID Net that is also implemented on the robot recognizes the target

ID based on the bounding box approximations. A sequence of frames in one of the

experimental trials are shown in Fig. 3.13, where the initial target position and

the reference images of the targets-of-interest were provided to the robot a-priori.

Although the target is not inside the robot FOV at t = 0 s, the robot successfully

tracks the target based on the predicted target dynamics at t = 18 s and correctly

recognizes the target ID. Throughout the run, the robot continuously measures the

target states by fusing the RGB data, depth data and robot localization according

to (3.23)-(3.25). The robot path is planned by optimizing the tracking utility so

as to maintain the target inside its FOV, which can be seen in the snapshot at

t = 46 s. The target trajectory and the planned robot path are shown in Fig.3.14.
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Figure 3.14: Planned robot path for target tracking corresponding to Fig.
3.13.

Experiment on the Network Coordination and Control

The second type of experiments aim to test the holistic framework of network coor-

dination and control, with online sensing and communication as two fundamental

components included in the tests. Similar to the above experiment, the initial

target positions and the reference images of the targets-of-interest were provided

to the robot network a-priori. Thus, the experiments simulate a real-life tracking

application in which some preliminary location and visual cues of the targets-of-

interest are provided to the robot network tasked with tracking them. The ability

of the network to perform real-time tracking was successfully validated in 20 trials.

One of the experiments is demonstrated as a case study, which features three tar-

gets walking in opposite directions. This case study creates a challenging scenario

since spatially approximate targets that pass each other may easily confuse the

robots in terms of target classification and assignment, and may adversely affect

the tracking performance. Both the EER control and the proposed methods are

tested on this scenario, with the EER control demonstrating the real-time tracking

ability independent of adaptive target assignment and, in comparison, the proposed

methods showing the influence of network coordination in real-world experiments.
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The tracking results of the EER control are demonstrated by a sequence of

images from the view of the recording camera, as shown in Fig.3.15, where targets

are denoted by the color of the robot they are assigned to. It can be seen that both

robots successfully and consistently track the initially assigned targets (t = 0s)

throughout the experiment (t = 23s and t = 48s), without being confused by

the other targets in the network. Because the targets are assumed to not exit the

workspace, they stop when reaching the boundary of the workspace (t = 48s). The

trajectory of the targets and the optimized robot paths are shown in Fig.3.16.
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Figure 3.15: Demonstration of a robot network tracking three moving targets
with the view of the recording camera.
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Figure 3.16: The optimized robot path (si) for tracking the initially assigned
targets (xj) without adaptive target assignment.

In contrast, experiments using the proposed methods witness changes in the tar-

get assignment given the same initialization in Fig. 3.15 (t = 0 s), demonstrating
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that the assignment is able to dynamically adapt to robot and target movements

by network coordination. One of the tracking results obtained by implementing

GBAC is shown in Fig. 3.17-3.18, where the change of target assignment can be

observed by comparing the optimized robot paths (Fig. 3.18) to the results in EER

control (Fig. 3.16). Although targets 1 and 3 are initially assigned to robot 1, they

move toward the direction that approaches robot 2 and, therefore, are automati-

cally re-assigned to robot 2 when the change of assignment brings improvement on

the network tracking utility. For the same reason, target 2 is re-assigned to robot

1 despite its initial assignment to robot 2. Moreover, the change of color in the

target trajectories in Fig. 3.18 indicates the timing when the swapping of target

assignment occurs. It can also be seen that the robots’ control are optimized to

track the newly selected targets, leading to a sudden change in the planned path of

both robots. Additionally, no conflict exists in the target assignment throughout

the experiment owing to the inter-robot communication that allows the network

to reach consensus on a valid target assignment. When implementing the BBAC

method in this case study, the experiment results show similar adaptive assignment

to the above results obtained by GBAC and, thus, are omitted for brevity.
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83



 

 

  

 

 

 

 

 

 

Change of target assignment 

x [feet] 

y 
[f

ee
t]

 

ℛ1  

ℛ2 

𝒯1  

𝒯2  

 

𝒯3  

 

Target Trajectory 

Robot Trajectory 

: Initial position  

: Current position  

 

Planed robot path 𝐬𝑖  
Target trajectory 𝐱𝑗  

x [feet] 

y 
[f

ee
t]

 

Change of target assignment 

𝐱1  

 
𝐱3  

 
𝐬2  

 

𝐬1  

 

𝐱2  

 

Robot FOV 

Figure 3.18: The optimized robot path (si) for tracking the initially assigned
targets (xj) with adaptive target assignment.

3.8 Conclusion

This chapter presents a novel decentralized optimization framework that integrates

online sensing, communication, coordination, and control of multi-robot networks

in applications that require tracking of multiple dynamic targets, such as surveil-

lance and security. Because the optimization problem is NP-hard, two approxi-

mate approaches, referred to as GBAC and BBAC, are proposed to decompose

the optimization into two stages, where target assignment and robot control are

determined in a sequential manner. Both GBAC and BBAC rely on the auction

mechanism which leverages local communication to achieve conflict-free assign-

ments with, however, different strategies to construct assignment combinations

during the auction. For both methods, a novel utility function is locally optimized

by each robot to determine the best control in real-time to track the assigned tar-

gets. Simulation results show that the performance of the proposed approaches

is very close to that of the optimal solution and is better than the other decen-

tralized methods. Moreover, demonstrations of a physical multi-robot network

tracking human targets show the applicability in real-world applications.
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CHAPTER 4

MIXED HUMAN-ROBOT TEAMS FOR COLLABORATIVE

MULTI-TARGET TRACKING

4.1 Introduction

Building on the theory developed in Chapter 3 for robot network optimization,

this chapter introduces human partners to form a mixed team with the robotic

agents for collaborative perception. Many emerging robotics applications, rang-

ing from nursing homes to urban search and rescue [62, 77, 101], require robots to

partner with humans to achieve shared goals. Compared to homogeneous teams

of robots, mixed human-robot teams (MHRT) can potentially improve efficiency

and robustness by leveraging complementary skills such as human field experi-

ence and domain knowledge [35], and robot data processing and integrated sensor

modalities. Multi-target tracking, in particular, provides an interesting testbed for

studying human-robot cooperation because humans and robots can obtain comple-

mentary information about dynamic targets. For instance, although characterized

by directional and bounded FOV, mobile robots can track dangerous targets at

close distance to gain views with intricate features. In contrast, human operators

possess better situational awareness and interpretation of complex mission objec-

tives but have difficulty simultaneously observing many dynamic targets. MHRT

cooperation can both harness the strengths and mitigate the deficiencies of differ-

ent members [100], while maintaining humans in the loop.

To date, many computer vision-based algorithms have been developed to ex-

tract visual features for tracking targets using stationary cameras [60, 90, 92].

Other studies have investigated multi-target tracking by controlling the pan and
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tilt angle of a single camera, in order to minimize the uncertainty in target esti-

mation [80, 136]. Recently, multi-robot multi-target tracking was explored using

robotic platforms, such as unmanned aerial vehicles (UAVs) and unmanned ground

vehicles (UGVs), that have various sensing capabilities. Range and bearing mea-

surements were used in [46] to track multiple moving targets under the assumption

that the number of targets does not exceed the number of robots. Simulated radar-

like measurements of quadrotors were used in [79] to develop a game-theoretic ap-

proach for planning quadrotor motions to track a group of ground targets from a

pre-specified height. Due to the increased availability of high-resolution cameras,

vision-based tracking is gaining popularity in a number of robotic applications.

In [62], a team of camera-equipped UAVs were deployed by first detecting targets

based on color histograms, and, then, planning their paths to track the detected

targets. In [134], a group of mobile cameras selects their tracking targets according

to a criterion that accounts for the pre-specified target priority, viewing quality,

and energy consumption.

This chapter proposes a new approach to human-robot collaboration that en-

ables the maximization of the cumulative tracking time in real time when the

targets outnumber the tracking agents. Cooperation entails a two-way message-

exchange mechanism and distributed robot control that is a function of human

actions. A new tracking utility function is proposed for the local estimation of the

MHRT global tracking performance, which accounts for the robot FOV geometry,

kinematic constraints, target prediction, obstacle map, and human input. The

effectiveness of the proposed approach is demonstrated in simulation involving a

human-robot team with one human operator collaborating with four robot agents

to track six dynamic targets. Additionally, physical experiments were conducted

to validate the applicability of the proposed approach in real-world applications.
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4.2 Problem Formulation and Assumptions

This chapter considers the problem of tracking multiple moving targets by means

of human-robot collaboration. The problem is relevant to many security and

surveillance applications involving UGVs and UAVs teaming with human op-

erators to actively observe a set of targets in a large region of interest. Let

R = {R1, . . . ,RN} represent a team of mobile robots operating in a closed and

bounded two-dimensional (2D) workspaceW = [0, Lx]× [0, Ly], where Lx, Ly ∈ R+

represent the length and width of the workspace and N = {1, . . . , N} is the index

set of the mobile robots. Let FW denote the inertial frame, with origin OW , em-

bedded in W such that the xy-plane aligns with the ground plane. In addition, a

moving Cartesian frame, FAn , is embedded in each robot, where the origin OAn

is located at the principal point of the robot’s camera, such that FAn aligns with

the robot camera frame [56]. Without loss of generality, the state vector of the

nth robot Rn is represented by sn = [pTn θn]T , where pn = [xn yn]T and θn are

the 2D coordinates and orientation with respect to FW [88], as shown in Fig. 4.1.

The state vector sn satisfies the robot dynamics equation which, in this chapter,

is given by the unicycle model [45,88]

ṡn =


ẋn

ẏn

θ̇n

 =


vn cos θn

vn sin θn

ωn

 = f(sn,un), ∀n ∈ N (4.1)

where the robot control vector, denoted by un = [vn wn]T ∈ R2, consists of linear

velocity vn and angular velocity wn. Assuming a constant sampling interval ∆t,

the robot state and control vector at any discrete time k can be written as sn(k)

and un(k), respectively.

Consider that the MHRT is interested in tracking a set of human targets in-
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Figure 4.1: Definition of the state of a robot.

dexed by M = {1, . . . ,M}. This work tackles the challenging tracking problem

where the number of targets is no less than the size of the robot team, i.e., M ≥ N .

The state of the ith target with respect to the inertial frame is represented by

xi = [xi yi vx,i vy,i]
T ∈ R4×1, i ∈ M. Then, the state vector of all targets can

be written as x = [xT1 , . . . ,x
T
M ]T ∈ R4M×1. Assume that target velocity is constant

and is subjected to process noise w(k) which is assumed to be additive, Gaussian,

and white. The target motion model, also known as the target prediction model,

can be described as

xi(k) = Fxi(k − 1) + w(k), w(k) ∼ N (0,Q) (4.2)

where F ∈ R4×4 is the state transition matrix for the constant-velocity model [6]

and Q is the prediction covariance matrix. Let P = {P1, . . . , PN} be the target

assignment to the robot team, such that Pn∩Pn′ = ∅, n 6= n′ and
N⋃
n=1

Pn = P . For

simplicity, P is assumed to be known a priori, which will not change throughout the

mission. However, future work will investigate adaptive target assignment which

incorporates robot and target dynamics. Let zn,i(k) represent the measurements

of the ith target by the nth robot, which can be obtained once the target is inside

the robot’s FOV denoted by Sn. Unlike conventional sensors that measure the

range and bearing to targets [46, 79], a vision-based measurement model relying

on images streamed by the robot camera is derived in Section 4.3.1, which directly
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measures target positions in the inertial frame FW as follows:

zn,i(k) =


Hxi(k) + v(k) if xi(k) ∈ Sv(k)

∅ if xi(k) /∈ Sn(k)

(4.3)

where H = [I2 02] and v(k) ∼ N (0,Σ) is Gaussian noise.

Consider that robots cooperate with human operators in a tracking mission

with the goal of maximizing the cumulative tracking time of all targets. Coopera-

tion in the mixed team is realized by establishing a two-way message exchanging

mechanism to share mission-relevant data. Both the robot message and human

message, represented by qn, n ∈ N and m respectively, will be introduced in Sec-

tion 4.3.2. The tracking time of the ith target (i ∈ Pn) up to time k is defined

as

ti(k) =
k∑
τ=1

1(xi(τ) ∈ Sn(τ)) (4.4)

Then, the objective of the MHRT can be written as a global utility function Ug

Ug =
M∑
i=1

ti(Tf ) (4.5)

that is to be maximized with respect to the robot control for achieving optimal

tracking performance by task end time Tf .

Optimizing a global utility in a multi-robot team demands accumulating and

processing information from all agents in the team [5,9], which leads to high com-

munication and computational load. This work presents a distributed approach

where the global objective is achieved by individual robots concurrently and effi-

ciently optimizing a local utility function. The local utility function, denoted by

Un,i(·), is a local measure of tracking performance that aligns with Ug [5] and is

defined as a function of the robot’s state sn(k), the target measurement zn,i(k),

and the human message m in Section 4.3.3. Also, let B denote an obstacle map of
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the workspace, and let C(B) be the penalty function for obstacle collision. Then,

the distributed cooperative tracking problem can be summarized as follows:

Problem 1 (Distributed Cooperative Tracking): Given the models for robot dy-

namics, target prediction and measurement (3.1-4.3), the obstacle map B, and the

target assignment P , estimate the robot states sn, n ∈ R and the assigned target

states zn,i, i ∈ Pn online, and determine the robot control un collaboratively with

the human operator by solving the distributed optimization problem in (4.6) on

each robot

max
un(k)

∑
i∈Pn

Un,i(zn,i(k), sn(k),m)− C(B) (4.6)

s.t. sn(k + 1) = f(sn(k),un(k)),

a1 ≤ sn(k) ≤ a2,

b1 ≤ un(k) ≤ b2,

∀n ∈ N

where ≤ denotes elementwise inequalities, a1 = [0 0 0]T , a2 = [Lx Ly 2π]T ,

and b1 and b2 are physical bounds on control input.

4.3 Cooperative Target Tracking

This section proposes a novel approach for multi-target tracking that achieves

human-robot cooperation, online sensing, and distributed control optimization in

a single framework, as shown in Fig.4.2. Because the robot states sn can be

easily estimated using onboard or external motion sensors, this section focuses on

introducing the vision-based target state estimation, the cooperation mechanism

in the MHRT, and the tracking utility function for distributed optimization.
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Figure 4.2: Cooperative tracking framework.

4.3.1 Online Target State Estimation

Existing works on vision-based target estimation often use a monocular camera to

obtain measurements in the image frame or virtual image plane [80,136], resulting

in complex non-linear sensor measurement models. In contrast, this work inte-

grates the CNN-based target detection with the ray-tracing method (Fig.4.3) to

directly estimate the target position in the inertial frame FW using RGBD images

streamed from the onboard robot camera, as shown in Fig.4.4.
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Figure 4.3: Illustration of the ray tracing method.

For brevity, the discrete-time index k is omitted in this subsection. Let FI

denote the image reference frame, and let xi|image denote the 2D position of the ith

target with respect to FI , which can be approximated by the image coordinate at
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Figure 4.4: Vision-based online target estimation.

the center of the target’s bounding box obtained from detection algorithms such

as MASK-RCNN [59]. Given xi|image, the target depth, di, can be estimated by

the corresponding pixel value in the depth image. Then, the target position with

respect to the camera frame FAn is given by

xi|camera = diK
−1[xi|image 1]T (4.7)

where K ∈ R3×3 is the camera intrinsic matrix. The target measurement zn,i in

the inertial frame FW is obtained by transforming xi|camera from FAn to FW

zn,i = Rnxi|Tcamera + rTn (4.8)

where Rn and rn are camera extrinsic parameters that can be estimated from the

robot state vector as follows:

Rn =


cosθn −sinθn 0

sinθn cosθn 0

0 0 1

 , rn = [xn yn 0]T (4.9)

Compared to the true target state xi, the measurement zn,i does not contain the

velocity terms and is assumed to be subjected to white, additive Gaussian noise

v, which gives

zn,i =

1 0 0 0

0 1 0 0

xi + v (4.10)
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and this completes the measurement model stated in (4.3).

4.3.2 Human Robot Cooperation Strategy

In order to cooperate in MHRT, two-way communication [1] is established for

message exchanging through a shared network between the human operator and

the robots, which is assumed to have negligible delays. Because of the uncertainty

in target dynamics, the longer a target is not tracked, the more inaccurate is

a robot’s prediction and, thus, the less likely will the robot recover that target.

Therefore, robot Rn actively broadcasts query messages to the human operator,

requesting information of its least tracked target, whose index can be expressed as

ın = arg max
i∈Pn

(k − ti) (4.11)

The missed-tracking time of the least tracked target is τn = max
i∈Pn

(k−ti), which is a

priority indicator with larger values representing higher priorities for the operator

to provide expert information about the target. The query message sent by Rn

is defined as qn , [ın τn n]T , in which the robot index n serves as a message

identifier and the priority indicator τn guides the operator to make more informed

decisions that improves the robot team’s tracking time.

In response to robot queries, human operators send update messages to selec-

tively update the states of the least tracked target among all queried targets. The

update messages can be sent asynchronously, letting the operator decide when to

update the robot team without adversely affecting the tracking task. Moreover,

humans excel in discovering unexpected changes in the environment, such as the

appearance of new targets (also called intruders). Once an intruder is recognized,

human operators can designate robots to track it through the intruder message.
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These two types of messages are distinguished by a binary variable l ∈ {0, 1},

whose value is specified by the operator such that l = 0 represents an update mes-

sage and l = 1 means an intruder message. Then, the human message is compactly

encoded as m , [l n̂  χT
 ]T , where n̂ is the index of the robot that will re-

ceive the message,  is the index of the human selected target, and χ ∈ R2 is the

human observed target position.

The two-way message-exchange scheme is illustrated in Fig. 4.5. A user inter-

face is developed for operators to communicate messages to the robot specified by

the operator (refer Section 3.7.4). Then, upon receiving an update message, the

robot updates its online estimation of the target states, x̂n,i(k), as follows:

x̂n,i(k) =


χ if n̂ = n, l = 0,  = i

zn,i(k) if n̂ 6= n, xn,i ∈ Sn(k)

Fxn,i(k − 1) otherwise

(4.12)

In comparison, robots that receive an intruder message will append the new tar-

get index to its original assignment, namely, Pn = Pn ∪ {}, with the following

initialization:

x̂n,|Pn|(k) = χ, if n̂ = n, l = 1 (4.13)

The intruder will then be actively tracked by robot Rn.

4.3.3 Tracking Utility Function

The distributed cooperative tracking task in (4.6) is achieved by robots concur-

rently maximizing a local utility function. The design of local utility should be

aligned with the global utility (4.5), such that distributed optimization by all
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Figure 4.5: Message exchange within the human-robot team.

robots amounts to improving the MHRT goal [5], which, in this work, is to maxi-

mize the cumulative tracking time of all targets. Also, because this work considers

the challenging tracking scenarios where the targets outnumber the robots, all tar-

gets cannot be simultaneously and consistently tracked. Thus, a novel local utility

function is designed as a combination of a tracking reward and a navigation reward

to encapsulate the trade-off between the instantaneous improvement in tracking

time and the exploration of missed targets.

The tracking reward is a function of the planned robot FOV Sn(k+ 1) and the

predicted target states x̂n,i(k+ 1) obtained by applying the prediction model (4.2)

on the target state estimates x̂n,i(k). The tracking reward is defined as

Dn,i = γ · 1(x̂n,i(k + 1) ∈ Sn(k + 1)) (4.14)

where γ ∈ R+ is an empirically-chosen reward generated if the planned robot

FOV tracks a target at the next future time step. Therefore, the tracking reward

encourages an instantaneous improvement in tracking time.

Next, assume the workspaceW is tessellated into equally sized and disjoint 2D

cells [74] represented by C = {C1, . . . , Cq}. Letting y` ∈ R2 denote the 2D centroid

coordinate of the `th cell, an attractive potential for the ith target is defined in

terms of the Euclidean distance between the centroid of each cell and the target’s
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predicted position

Mi(`) = η(ti) · ‖y` − x̂n,i(k + 1)‖, ∀` (4.15)

where η(ti) is a factor that is inversely proportional to the tracking time ti, hence

incentivizing exploration of the lesser tracked targets. Then, the navigation reward

for robot Rn is defined as the cumulative negative attractive potential of the cells

covered by the planned FOV Sn(k + 1)

Mn,i = −
q∑
`=1

Mi(`) · 1(C` ∈ Sn(k + 1)) (4.16)

where the negative sign ensures consistency with the maximization framework such

that larger rewards pull the robot closer to the targets. Then, the local utility is

defined as

Un,i(zn,i, sn,m) = Mn,i +Dn,i (4.17)

Notice that the target observation zn,i, robot state sn, and human message m

are implicitly integrated to the utility function through x̂n,i(k) and Sn(k + 1) in

(4.14-4.16).

Finally, collision with static obstacles B ∈ W is avoided by incurring a penalty

ζ ∈ R+ on the planned robot state sn(k + 1) that will collide with the obstacles

C(B) = ζ · 1(sn(k + 1) ∈ B) (4.18)

Substituting (4.17-4.18) into (4.6) gives the objective function for distributed op-

timization that is solved locally and concurrently by each robot.

4.4 Cooperative Tracking Results

The proposed cooperative tracking approach is tested both in simulations and in

real-world experiments. For comparison purposes, this work also implements a
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weak-cooperative tracking algorithm and a non-cooperative tracking algorithm in

simulation. Subsequently, physical experiments are conducted with a real human-

robot team to demonstrate the approach’s effectiveness in real-world applications.

4.4.1 Simulation Results

The simulated MHRT includes four mobile robots randomly initialized in a 100m×

50m workspace and a human operator that observes the workspace through a

surveillance camera, with the goal of tracking six targets that move freely in the

same workspace. One of the testing instances is demonstrated in Fig.4.6-4.7, where

targets are denoted by the color of the robot they are assigned to and the human

view is shown by the pink polygon. Although the initialization in Fig.4.6 creates

a challenging tracking scenario with no target being inside the robots’ FOV, the

mixed team is able to cooperatively track all targets at time step k = 17 (Fig.4.7).
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Figure 4.6: The initial configuration of a testing instance.

Another study is performed to compare the proposed Cooperative tracking ap-

proach against the following two baselines: 1) Non-cooperative tracking, comprised

of robots that independently optimize the local tracking utility function without

any interaction with the human operator; 2) Weak cooperative tracking, comprised

of robots that send query messages but without the priority indicator (defined in
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Figure 4.7: Illustration of the MHRT tracking all targets at time step k = 17.

Section 4.3.2) to inform human operators of the least tracked target. The compar-

ative study involves 20 testing instances for the above three strategies, with the

results quantitatively evaluated using two temporal metrics: the average target

tracking rate (ATTR) which is the ratio of the average target tracking time to the

total simulation time, and the minimum target tracking rate (MTTR) defined as

the ratio of the tracking time for the least tracked target to the total simulation

time. For both metrics, higher values correspond to better performance.

The results summarized in Table.4.1 show the performance variation across

different tracking strategies. The small value of MTTR in non-cooperative tracking

indicates that the homogeneous robot team is likely to lose at least one target for

the majority of the time. This happens because the robots, with limited and

directional FOV, can not guarantee to simultaneously and consistently track a

larger number of freely moving targets. Moreover, once a target is lost, the growing

uncertainty in target estimates may prevent the robots from recovering the lost

target. The weak-cooperative tracking achieves limited improvement over the non-

cooperative tracking by establishing communication in the mixed human-robot

team. Nevertheless, robots fail to share data about the lesser tracked targets,

leading to human operators being myopic about target priorities in choosing which
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targets to update. Finally, the cooperative tracking consistently performs the

best due to the proposed two-way cooperation. On one hand, robots actively

send messages with priority indicators about the missed targets to support human

decision-making, while on the other, the human operator selectively updates the

target with the highest priority in accordance with robot queries, which guides the

robots to recover the lost targets and improve the total tracking time.

Table 4.1: Tracking Performance Comparison

Methods ATTR MTTR

Non-cooperative tracking 44.2% 5.6%

Weak-cooperative tracking 50.6% 11.8%

Cooperative tracking 57.0% 26.5%

4.4.2 Experimental Results

The cooperative tracking framework is tested in physical experiments with a real

human operator and Husarion ROSbot 2.0 ground robots that are each equipped

with an ASTRA RGBD camera and a BNO055 IMU sensor. The human operator

observes the workspace through a surveillance camera (Orbecc Astra camera) and

communicates with the robot team over a shared WiFi network. A user-friendly

interface is designed to allow the human operator to pass messages by simply click-

ing on the targets in the view of the surveillance camera. Then, the corresponding

target position is automatically extracted with respect to the inertial frame and

encoded for message passing. The ability to perform cooperative tracking in real

time was successfully validated in 20 trials, two of which are demonstrated as case

studies.
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Figure 4.8: Demonstration of resilience to unpredictable target dynamics us-
ing update message with the robot view superimposed with the
operator view.

The first case study demonstrates the resilience of the MHRT to unpredictable

target dynamics through human-robot cooperation. As shown in Fig. 4.8, although

the target is not inside the robot FOV at t = 0s, the robot successfully tracks

the target at t = 29s by optimizing the tracking utility. The target then makes

a sudden change in the heading direction, which cannot be accounted for by the

robot’s prediction of the target dynamics and causes the robot to lose the target at

t = 66s. Observing this unexpected change in target motion, the human operator

sends an update message of the current target position to the robot. Owing to

this message, the robot re-plans its path to successfully track the target again at

t = 103s. The target trajectory, the timing of the update message, and the robot

planned path before and after receiving the message are shown in Fig.4.9.
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Figure 4.9: Target trajectory (dotted line) and planned robot path before
(solid line) and after (dashed line) the update message corre-
sponding to Fig.4.8.
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The second case study demonstrates the flexibility of the network to incorporate

a new target assignment through the intruder message sent by the human operator

at any arbitrary time in the experiment. The robot initially tracks an assigned

target while a new unknown target enters the workspace (Fig. 4.10). The human

operator classifies the new target as an intruder and sends the new target’s states

through the intruder message. Having received the human message, the robot re-

configures its path by incorporating the intruder’s information into its optimization

framework and eventually tracks the intruder (Fig. 4.11). The target trajectory,

the timing of the intruder message, and the robot planned path before and after

receiving the message is shown in Fig.4.12.
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Figure 4.10: Demonstration of the human operator detecting an intruder
while the robot is tracking its initially assigned target.
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Figure 4.11: Demonstration of the intruder being tracked by robot replan-
ning its path after receiving an intruder message from the hu-
man operator.
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Figure 4.12: Target trajectory (dotted line) and planned robot path before
(solid line) and after (dashed line) intruder message correspond-
ing to Fig.4.10-4.11.

4.5 Conclusion

This chapter presents a novel human-robot teaming framework that integrates

online sensing, distributed control optimization, and human-robot communica-

tion applicable to tracking multiple targets in an obstacle-populated environment.

The dynamic target states are estimated using RGBD images streamed by the

robot camera and extrinsic camera parameters such as camera orientation and

translation, which are estimated online. A new tracking utility function is lo-

cally optimized by each robot to determine the control input that maximizes the

cumulative target tracking time. Human-robot cooperation is realized by robots

actively querying target information, and by human operators selectively respond-

ing to robot queries and providing additional reasoning-based information such

as the discovery of intruders. Numerical simulations show that the mixed team

achieves superior performance compared to the homogeneous robot teams. More-

over, testing the proposed approach in physical experiments shows its applicability

for real-world implementations.
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CHAPTER 5

CONCLUSION

With rapid development in computer vision and sensor design, holistic scene

perception has been at the frontier of robotics research in recent decades. This dis-

sertation covers novel approaches to three challenging problems for holistic scene

perception, which are relevant to a wide range of applications, including but not

limited to sport analytics, surveillance, autonomous driving, environmental moni-

toring, search and rescue, etc. First, to elevate robots intelligence to understand

complex scenes, we developed algorithms for inferring social roles and predicting

future actions in human team activities. Then, we study multi-target tracking

using robot networks due to their advantages over single robot systems in terms

of execution time, efficiency, and robustness. Finally, human intelligence is incor-

porated into the tracking framework by teaming robots with human partners to

enlarge the complexity of situations that can be handled by the robotic agents

alone.

Chapter 2 presents a holistic approach that integrates image recognition, state

estimation, and inference of hidden variables is proposed for the challenging prob-

lem of action anticipation in human teams. The approach is demonstrated on the

team sport of volleyball, in which the team strategy and players’ roles are unob-

servable and change significantly over time. The team strategy is first inferred by

constructing a team feature descriptor that aggregates domain knowledge of vol-

leyball games and features of individual players. Sequentially, the players’ roles,

modeled probabilistically as the DMRF graph, can be inferred using a Markov

chain Monte Carlo sampling method. By leveraging holistic information about the

scene, including inferred team strategy, players’ roles, as well as domain knowledge
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and instantaneous visual features, the action anticipation MLP is able to predict

the semantic label and timing of the future actions by multiple interacting key

players on the team.

In addition to action anticipation in human team activities characterized by

dynamic team interactions, the perception task of multi-target tracking is studied

in Chapter 3. In particular, Chapter 3 presents a novel decentralized optimization

framework that integrates online sensing, coordination, and control of multi-robot

networks for applications that require tracking of multiple dynamic targets, such as

surveillance and security. Two approximate approaches are proposed to decompose

the optimization into two stages, where target assignment and robot control are de-

termined in a sequential manner. Both approaches rely on the auction mechanism

which leverages local communication to achieve conflict-free assignments, and rely

on the local estimation to determine the best robot control in real-time to track the

assigned targets. Simulation results show that the performance of the proposed

approaches is very close to that of the optimal solution and is better than the

other decentralized methods. Moreover, demonstrations of a physical multi-robot

network tracking human targets show the applicability of the proposed approaches

in real-world applications. The integration of the robot network control and the

holistic scene understanding is further discussed as future work in the next Section.

To further enhance the tracking performance of the homogeneous robot net-

work used in Chapter 3, a mixed human-robot team is constructed in Chapter 4,

which leverages complementary skills of different team members for cooperative

tracking. A new approach to human-robot collaboration is proposed, which entails

the bi-directional message-exchange mechanism and distributed robot control that

is a function of human actions. Human-robot collaboration is realized by robots
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actively querying target information, and by human operators selectively respond-

ing to robot queries and providing additional reasoning-based information such as

the discovery of intruders. The incorporation of human intelligence in the mixed

team enlarges the complexity of situations that can be handled by the robotic

agents alone. Moreover, human input can be sent to the robots asynchronously,

letting the human operator decide when to interact with the robot team with-

out adversely affecting the robot performance. Comparative studies in simulation

show that the proposed cooperative tracking outperforms other baselines including

the weak-cooperative tracking and non-cooperative tracking. Physical experiments

demonstrate that this new MHRT control and communication framework is able

to provide robust performance in the presence of uncertainties such as state esti-

mation errors and intruders.
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CHAPTER 6

FUTURE WORK

Beyond the novel active perception methods proposed in this dissertation, there

exist three main possible directions for the future work. Firstly, the proposed robot

network coordination and control framework can be extended to 3D scene recon-

struction, which is a different aspect of holistic scene perception and has promising

applications ranging from robot exploration in unknown indoor environment to 3D

content creation for virtual reality. Because robots can work in parallel to coop-

eratively reconstruct the environment, the network utility can be formulated as

minimizing the task completion time, or conversely, maximizing the efficiency. In

order to leverage the network coordination algorithms developed in Chapter 3,

the cooperative reconstruction can be converted to a dynamic task assignment

problem. In particular, at each time instant, a set of viewpoints corresponding

to the unknown or uncertain region of the environment can be extracted based

on the scene map which is partially reconstructed up to that time instant. Then,

robots determine amongst themselves the assignment of the viewpoints and locally

plan their control to reach the assigned viewpoints where they can take images to

reconstruct the scene.

Secondly, a further extension to the above 3D scene reconstruction includes the

high-level scene interpretation, such as understanding the danger levels or iden-

tifying the salient regions in a scene, by human-robot collaboration. A unique

characteristic of human intelligence is interpreting complex scenarios that would

require sophisticated computer vision systems to perform the same task. Consider

the search and rescue task as an example, for which a team of robots are dispatched

to explore a hazardous environment whereas a human operator remotely monitor
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the images sent by the robots. By looking at these images, humans can effectively

estimate the dangerous level of the environment and recognize the salient regions

that are more likely to have victims as compared to regions that are not worth ex-

ploring. Such information can be sent back to the robots, forming a bidirectional

communication loop that facilitates the mission execution. In order to reduce

latency in data transmission, the images transmitted by the robots must be com-

pressed into a compact form to ease the communication burden. Moreover, human

inputs should be incorporated into the robot control optimization, which can be

solved by encoding human messages as a numerical representation compatible to

the robot utility function following some pre-specified rules.

Thirdly, the robot control optimization in Chapter 3 can be integrated with

the holistic scene understanding approach developed in Chapter 2 for high-level

perception tasks such as human activity (action and interaction) recognition and

crowd analysis. Potential applications include but not limited to anomaly detection

in healthcare center, patrolling robots in public venues such as airports and sport

events. In these applications, the workspace often greatly exceeds the size of

the robot camera’s FOV and, thus, managing the robot’s viewpoint is crucial to

the performance of the perception tasks. Human operators in the collaborative

team can provide preliminary information to guide the robots to the vicinity of

the targets-of-interest such that robots can perform online viewpoint estimation

more accurately. Another difficulty in the above applications is to avoid collisions

from people moving around in the environments. Therefore, the objective function

should include the metric of activity recognition accuracy as a function of the robot

viewpoint, and also include the collision penalty. The fusion of data from multiple

sensing modalities such as vision and lidar sensors can be explored to enable the

robots to achieve high recognition accuracy and fast collision avoidance in complex
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dynamic environments populated with humans. In addition, collaborative robots

that work closely with humans can anticipate the future actions of the human

partners to make better plans and interactions.
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APPENDIX A

EXPECTED ENTROPY REDUCTION

The EER term in (3.44) is derived by taking expectation with respect to the

Bernoulli RFS Zi,j(k+1). For brevity, Zi,j(k+1) is denoted by Zi,j in the following

derivation:

Ii,j = EZi,j
[Ri,j(Zi,j)]

=

∫
Ri,j(Zi,j) f(Zi,j) δZi,j

= (1− pD) Ri,j(Zi,j = ∅) +

pD

∫
Ri,j(Zi,j = zi,j) g(Zi,j = zi,j)dzi,j

= (1− pD) Ri,j(Zi,j = ∅) + pD Ri,j(Zi,j = zi,j) (A.1)

Readers are redirected to [107] for the derivation of the set integration. Substitute

(3.40)-(3.41) in (A.1) gives the value of Ii,j.
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APPENDIX B

DISCONTINUOUS, NON-CONVEX AND MULTI-MODAL

OBJECTIVE FUNCTION FOR CONTROL OPTIMIZATION

The discontinuity in the objective function is introduced by the collision penalty

(Ci,j) and by the bounded FOV model used in deriving the EER (Ii,j). The non-

convexity is owing to the sum of tracking utility over multiple assigned targets

(|P ∗i (k)| ≥ 1), which also leads to a multimodal function. It suffices to show that

there exists a case where the objective function is discontinuous, non-convex and

multimodal. Without loss of generality, assume that the robot’s FOV is omni-

directional, which eliminates the effect of the robot orientation on the tracking

utility. Consider a representative example, in which robot i is assigned two targets

located at [18 20]m and [38 20]m, respectively. The contribution of the EER

term, the navigation reward, and the collision penalty to the objective function

are visualized separately in Fig.B.1. The combined objective function is plotted in

Fig. B.2, in which the discontinuity and non-convexity is clearly evident. With the

introduction of a directional FOV into the problem, the above characteristics of the

objective function are further justified. For the same reason that objective function

being discontinuous, non-convex and multimodal, the optimality guarantees of the

control optimization remains an open question.

110



       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

       

(a) (b) (c) 

y [m] 
x [m] y [m] x [m] y [m] x [m] small value 

large value 

y [m] x [m] 

y [m] 
x [m] 

y [m] 
x [m] 

y [m] x [m] 

(a) (b) 

(c) small value 

large value 

Figure B.1: Visulization of the EER (a), navigation reward (b), and collision
penalty (c) for control optimization when two assigned targets
are at [18 20]m and [38 20]m.
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Figure B.2: A representative example of the objective function for robot con-
trol optimization.
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