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Abstract—This paper develops a new indirect method for distributed
optimal control (DOC) that is applicable to optimal planning for very-
large-scale robotic (VLSR) systems in complex environments. The method
is inspired by the nested analysis and design method known as generalized
reduced gradient (GRG). The computational complexity analysis presented
in this paper shows that the GRG method is significantly more efficient
than classical optimal control or direct DOC methods. The GRG method is
demonstrated for VLSR path planning in obstacle-populated environments
in which robots are subject to external forces and disturbances. The results
show that the method significantly improves performance compared to the
existing direct DOC and stochastic gradient methods.

Index Terms—Distributed optimal control (DOC), distributed systems,
mobile robotic networks, path planning, very-large-scale robotic (VLSR).

I. INTRODUCTION

As the costs of robots and embedded systems diminish, very-large-
scale robotic (VLSR) systems comprised of hundreds of autonomous
robots become an important solution to many industrial and military
applications [1]. Miniaturized manufacturing and new sensing and
communication technologies are enabling the implementation of
cooperative VLSR for tasks ranging from hazardous inspection and
exploration to monitoring and surveillance [2], [3]. Unlike swarms,
which are comprised of thousands of simple units, VLSR systems
consist of robots that are each highly capable and autonomous
and, together, can plan cooperative behaviors to optimize common
objectives and achieve common goals.

Several approaches have been proposed for the control of cooperative
VLSR systems [4]. Because optimization of the plans ofN cooperative
robots is PSPACE-hard [5], when N is very large the problem is typi-
cally decoupled into independent components for which solutions can
be found quickly, typically at the expense of optimality and complete-
ness. Prioritized planning techniques [6], [7] and path-coordination
methods [8], for example, plan the robot trajectories independently and
then adjust the control laws to avoid collisions. Behavior-based control
specifies a set of simple behaviors for each robot, and their relative
importance, in order to achieve a desired macroscopic behavior [1]. In
distributed control methods each robot plans its motion based on local
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information and properly designed rules, such that the VLSR system
displays a desired global behavior or achieves a set of predefined goals.

It was recently shown that the performance of cooperative agents
can be formulated as a function of a restriction operator such as a time-
varying probability density function (PDF), its lower order moments,
or maximum likelihood estimator [1], [9]–[12]. Based on this principle,
if robot dynamics and costs are weakly coupled, useful decentralized
control strategies for multiscale dynamical systems can be obtained
via the nash certainty equivalence (NCE), or mean field, methodology
[13], [14]. Similarly to distributed optimal control (DOC), the NCE
methodology relies on identifying a consistency relationship between
the robot kinodynamic equations and a macroscopic description, which
in NCE is the mass of all robots. However, while in NCE methods
couplings are produced by the averaging of the microscopic robot
kinodynamics and costs, in the DOC approach the couplings do not
need to be weak and arise as a result of cooperative objectives.

By extending the optimal control (OC) formulation to VLSR sys-
tems, DOC optimizes network-level objectives subject to robot kin-
odynamic constraints that are possibly nonlinear and stochastic, and
may depend on distributed environmental conditions such as obstacles,
winds, or currents. Also, DOC affords objectives of a more general
form than existing methods and computes optimal VLSR densities that
are guaranteed reachable and may entail strong couplings. Previous
work showed that, if the robot motion is purely deterministic, DOC
optimality conditions consist of parabolic partial differential equations
(PDEs) that can be solved by parameterizing the restriction operator
via time-varying Gaussian mixtures [9], [10], [15]. To further reduce
the computation required, an indirect method of solution was proposed
in [15] and demonstrated on a multiagent formation problem.

This paper builds on the preliminary results in [15] to solve the
DOC optimality conditions for VLSR systems described by stochastic
differential equations (SDEs). A new generalized reduced gradient
(GRG) method of solution is presented that brings about both improved
VLSR performance and significant computational savings compared
to both direct DOC [9], [10] and classical OC [16] solutions. The
GRG solution is demonstrated on a new VLSR planning problem that
optimizes multiple cooperative objectives for 500 cooperative robots
in the presence of wind currents and obstacles, outperforming existing
DOC and stochastic gradient planning algorithms.

II. PROBLEM FORMULATION

Consider the problem of planning the actions of a VLSR system
comprised of N cooperative robots that are each described by a kino-
dynamic SDE

ẋi (t) = f [xi (t),ui (t), t] + Gw(t)

xi (T0 ) = xi ,0 , i = 1, . . . , N (1)

1552-3098 © 2017 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution
requires IEEE permission. See http://www.ieee.org/publications standards/publications/rights/index.html for more information.



IEEE TRANSACTIONS ON ROBOTICS, VOL. 33, NO. 5, OCTOBER 2017 1227

where xi ∈ X ⊂ Rn denotes the ith robot configuration or state,
ui ∈ U ⊂ Rm denotes the ith robot action or control, X denotes the
robot state space, U is the space of m admissible robot actions, and
xi ,0 denotes the robot initial conditions. The robot kinodynamic equa-
tion (1) is characterized by an additive Gaussian disturbance vector
of independent and identically distributed random variables, denoted
by w ∈ Rn , and G ∈ Rn×n is a constant matrix. In this paper, w is
assumed to obey a standard Gaussian process, but the approach can
easily be extended to any other diffusion process. The state xi , defined
with respect to an inertial coordinate system FW , is assumed fully
observable and error free for any robot.

Because the robots obey the same SDE (1) and are interchangeable,
the VLSR system can be viewed as a multiscale dynamical system
with macroscopic state X(t) = ℘(xi , t), where ℘ : X ×R→ R is a
restriction operator. In this paper, the restriction operator is chosen to
be a time-varying PDF. Then, at any time t, the probability that any
robot i is at a configuration xi in a subset B of the configuration space
X is

P (xi ∈ B) =
∫
B

℘(xi , t)dxi (2)

where ℘ is a nonnegative function that satisfies the normalization prop-
erty ∫

X
℘(xi , t)dxi = 1 (3)

and N℘(xi , t) is the density of robots in X .
For any N , the macroscopic kinodynamic equation describing the

spatio-temporal evolution of the VLSR system can be derived from the
continuity equation, assuming xi (t) ∈ X for any t. From (1), the PDF
℘ is advected by a known velocity field vi = f (xi ,ui , t) and diffused
by the additive Gaussian noise Gw [17]. From the continuity equation
and Gauss’s theorem, the time-rate of change of ℘ can be defined
as the sum of the negative divergence of the advection vector (℘vi )
and the divergence of the diffusion vector (GGT ∇℘) [18]. Then, the
VLSR kinodynamics are governed by a parabolic PDE known as an
advection–diffusion equation

∂℘(xi , t)
∂t

= −∇ · [℘(xi , t)vi ] +
1
2
∇ · [(GGT )∇℘(xi , t)]

= −∇ · [℘(xi , t)f (xi ,ui , t)] + ν∇2℘(xi , t) (4)

where the gradient ∇ is a row vector, ν � ∇(GGT ), and (·) denotes
the dot product.

Like optimal planning with kinematic and dynamic constraints for a
single robot, optimal planning for VLSR systems with kinodynamic
constraints can be formulated as an OC problem, as follows. The
macroscopic VLSR performance over a fixed time interval (T0 , Tf ]
is expressed as an integral cost functional of the ith robot PDF and
control inputs

J = φ [℘(xi , Tf )] +
∫ Tf

T 0

∫
X
L [℘(xi , t),ui (xi , t), t]dxi dt (5)

where L [·] denotes the Lagrangian and φ[·] denotes the terminal cost.
Similarly to classical OC [16], the Lagrangian term represents the in-
stantaneous VLSR system performance at any time in (T0 , Tf ], such as
obstacle avoidance and fuel consumption. The terminal cost represents
the system objectives at the end time, such as reaching a goal destina-
tion. Because the robot initial conditions are typically given, the initial
robot distribution is a known PDF ℘0 (xi ) and the VLSR kinodynamic
equation (4) is subject to the initial conditions

℘(xi , T0 ) = ℘0 (xi ) (6)

and boundary conditions

[∇℘(xi , t)] · n̂ = 0, ∀t ∈ (T0 , Tf ] (7)

where n̂ is a unit vector normal to the workspace boundary ∂X . The
zero-flux condition (7) prevents the robots from entering or leaving
the state space X such that the continuity equation assumptions are
satisfied. Additionally, ℘ must obey the normalization condition (3),
and the state constraint

℘(xi , t) = 0, ∀xi �∈ X and ∀t ∈ (T0 , Tf ]. (8)

The VLSR optimal planning problem considered in this paper con-
sists of finding the optimal robot distribution ℘∗ and optimal robot
actions u∗i (for all i) that minimize the macroscopic cost J over the
time interval (T0 , Tf ], subject to the kinodynamic constraint (4), the
normalization condition (3), the initial and boundary conditions (6),
(7), and the state constraint (8).

III. DOC OPTIMALITY CONDITIONS

The VLSR optimal planning problem consists of optimizing a func-
tional (5) with respect to a function comprised of the robot distribution
℘. Thus, the optimality conditions can be derived using calculus of
variations [19]. While in previous works the optimality conditions were
used to validate the numerical solutions obtained by direct numerical
methods, the GRG algorithm presented in this paper seeks to solve the
optimality conditions numerically.

As a first step, an augmented cost function is obtained by adjoining
the VLSR kinodynamic constraint (4) to the integral cost function (5)
using a time-varying Lagrange multiplier λ(xi , t) as follows

JA = φ [℘(xi , Tf )] +
∫ Tf

T 0

∫
X

{
L [℘(xi , t),ui , t] + λ(xi , t)

×
[∂℘(xi , t)

∂t
+∇ · [℘(xi , t)f (·)]− ν∇2℘(xi , t)

]}
dxi dt

(9)

where JA = JA (℘,ui , λ). Then, state and control trajectories that op-
timize (5) while also satisfying the kinodynamic constraint (4) can be
determined by optimizing (9) with respect to ℘, ui , and λ, where ui

and λ are both implicit functions of ℘ by virtue of the control feedback
ui = c[℘(xi , t)].

The effect of variations in the robot PDF, δ℘, on the augmented cost
function is

δJA (δ℘) = lim
ε→0

JA (℘ + εδ℘,ui , λ)− JA (℘,ui , λ)
ε

=
∫
X

∂φ

∂℘

∣∣∣
t f

δ℘dxi +
∫
t

∫
X

{
∂L

∂℘
δ℘

+λ

[
∂(δ℘)
∂t

+∇ · (δ℘f )−∇2δ℘

]}
dxi dt (10)

where ∂φ/∂℘ is a functional derivative, and L [·], φ[·], f [·], and ℘(·)
are assumed to be of class C2 . From the fundamental theorem of
variational calculus (FTVC) and integration by parts, the variation in
(10) at optimality can be written as

δJA (δ℘) =
∫
X

(
∂φ

∂℘
+ λ

)
δ℘

∣∣∣
Tf

dxi

+
∫
t

∫
∂X

[λ(f · n̂) + ν∇λ · n̂] δ℘dxi dt

+
∫
t

∫
X

(
∂L

∂℘
− ∂λ

∂t
−∇λ · f − ν∇2λ

)
δ℘dxi dt = 0.

(11)
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In order for (11) to hold for arbitrary nonzero variations δ℘, the PDE
problem

∂λ

∂t
=
∂L

∂℘
−∇λ · f − ν∇2λ

s.t. : λ(xi , Tf ) = −∂φ
∂℘

∣∣∣
Tf

, ∀xi ∈ X

λ(f · n̂) + ν∇λ · n̂ = 0, ∀xi ∈ ∂X (12)

referred to as adjoint equation must be satisfied.
The effect of robot input variations, δui , by virtue of feedback

control is given by

JA (δui ) = lim
ε→0

JA (℘,ui + εδui , λ)− JA (℘,ui , λ)
ε

=
∫
t

∫
X

∂L

∂ui

+ λ

[
∇ ·

(
℘
∂f
∂ui

δui

)]
dxi dt = 0. (13)

From the FTVC and integration by parts, (13) can be written as∫
t

∫
X

{
∂L

∂ui

+ λ

[
∇ ·

(
℘
∂f
∂ui

δui

)]}
dxi dt

=
∫
t

∫
X

{
∂L

∂ui

−∇λ ·
(
℘
∂f
∂ui

)
δui

}
dxi dt

+
∫
t

{∫
∂X

λ

(
℘
∂f
∂ui

· n̂
)
δui

}
dxi dt = 0. (14)

Using the no-flux boundary condition (7), the velocity field at ∂X is
either perpendicular to n̂ or zero. Thus, (14) can be simplified to the
following control equation:

∂L

∂ui

−∇λ ·
(
℘
∂f
∂ui

)
= 0. (15)

Finally, at optimality, the effect of variations in the costate, δλ, can
be written as

δJA (δλ) = lim
ε→0

JA (℘,ui , λ+εδλ)−JA (℘,ui , λ)
ε

=
∂℘

∂t
+∇ · (℘f )− ν∇2℘ = 0 (16)

amounting to a PDE referred to as forward equation. Then, the neces-
sary conditions for optimality for the VLSR optimal planning problem
in (3)–(8) consist of the parabolic PDEs given by the forward (16) and
adjoint (12) equations, and an algebraic equation given by the control
equation (15). Although sufficient conditions for optimality can be sim-
ilarly derived, numerical evaluation of JA at the extremal (℘∗,u∗i , λ

∗)
typically is sufficient to verify that the extremal is a minimum. A nu-
merical method of solution for the above DOC optimality conditions
is presented in Section IV.

IV. GRG DOC SOLUTION

The GRG method belongs to the class of numerical methods re-
ferred to as nested analysis and design, which solve PDE-constrained
optimization problems by treating the PDE state variables as implicit
functions of the PDE parameters [20]. The GRG method was first
proposed in [21] for solving nonlinear programs (NLPs) with linear
constraints, and was later extended to nonlinear constraints by using
penalty function techniques [22], [23]. This paper builds on the results
in [15] to develop a DOC solution method that parameterizes the robot
controls ui , for i = 1, . . . , N . Then, approximations of the costate λ

and robot distribution ℘ are obtained by solving the optimality con-
ditions (12) and (16), respectively. Holding these two approximations
fixed, the robot control approximations are updated by a gradient-based

algorithm that minimizes the augmented Lagrangian and, ultimately,
satisfies the third and final optimality condition (15). After a satisfac-
tory numerical solution is obtained, the parameterized control values
are discarded, and the optimal distribution is used to compute the robot
control feedback u∗i = c[℘∗(xi , t)].

Assume every element ui,j of the robot control or action vector ui

can be parameterized as the sum of M linearly independent Fourier
basis functions, φ1 (·), . . . , φM (·), i.e.,

ui,j (xi , t) ≈
M∑
�=1

φ� (xi )αij � (t), j = 1, . . . , m, i = 1, . . . , N (17)

where αij � are control coefficients to be determined. By holding the
control approximation in (17) fixed, the costate λ and macroscopic state
℘ are obtained from the numerical solution of the adjoint and forward
equations, (12) and (16), respectively.

Equations (12) and (16) amount to two coupled parabolic PDEs that
can be solved efficiently using a modified Galerkin method, referred to
as constrained integration (CINT) [24], and chosen here for its nondis-
sipative property [25], [26]. In CINT, the PDE solution is approximated
by a linear combination of polynomial basis used to satisfy the PDE
operator, and Gaussian or radial basis functions (RBFs) used to en-
force the boundary conditions at each point of the integration [24].
Given (17), the forward equation (16) becomes a parabolic PDE with
Neumann boundary conditions that can be solved numerically for the
robot distribution

℘(xi , t) ≈
L∑
l=1

σl (xi )βl (t) +
Q∑
q=1

ψq (xi )γq (t) (18)

obtained in terms of L sigmoidal functions σ1 (·), . . . , σL (·), and Q
polynomial basis functions ψ1 (·), . . . , ψQ (·), where βl and γq are
coefficients to be determined. Once the above approximate solution is
obtained from (16), the adjoint equation (12) becomes a parabolic PDE
in λ(xi , t), with Dirichlet boundary conditions. Therefore, a numerical
solution for λ(xi , t) can be obtained by a superposition of polynomial
basis and RBFs, similarly to (18).

Based on the GRG approach [27], the control coefficients αij � are
obtained holding the state and costate approximations fixed, and mini-
mizing the augmented cost function (9) with respect to ui . Assume the
latest approximations of the macroscopic state℘ and costate λ obtained
by the CINT method, satisfy (16) and (12), respectively. From (9), an
analytical representation of the cost function gradient can be derived
using integration by parts as follows

∂JA
∂ui

∣∣∣∣
℘ ,λ

=
∫ Tf

T 0

∫
X

[
∂L

∂ui

−∇λ ·
(
℘
∂f
∂ui

)]
δui dxi dt (19)

where the gradient is evaluated at given values of ℘ and λ.
Now, because the basis functions in (17) are given, JA can be min-

imized with respect to the control coefficients αij � , in lieu of ui .
Let the time interval (T0 , Tf ] be discretized into K equal time steps
Δt = (Tf − T0 )/K , and let tk = T0 + kΔt denote the discrete-time
index with k = 0, ..., K . Using the chain rule of differentiation and
(19), the cost function gradient can be approximated as

∂JA
∂αij �

∣∣∣∣∣
t= tk

=
(
∂JA
∂ui,j

∂ui,j
∂αij �

) ∣∣∣∣∣
t= tk

(20)

≈ Δt
∫
X

{[
∂L

∂ui,j
−∇λ ·

(
℘

∂f
∂ui,j

)]
t= tk

φ� (xi )

}
dxi

and, then, used to minimize JA using a gradient-based optimization
algorithm [28]. Once a new and improved control input approximation
is obtained, it is held fixed and used to obtain new CINT approximations
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Algorithm 1: Pseudocode of GRG Algorithm.

1: initialize αij � (t)
2: ui (t)← evaluate (17)
3: while ‖∂JA /∂ui‖ > TOL do
4: ℘← solve forward equation (16)
5: λ← solve adjoint equation (12)
6: ∂JA /∂ui ← evaluate (19)
7: for all k do
8: αij � ← solve control equation (15) using (20)
9: end for

10: end while

TABLE I
COMPUTATIONAL COMPLEXITY RESULTS

GRG Method Direct DOC Classical OC

Hessian update O (MXK ) O (zXK 2 ) O (nmN 2K 2 )

QP Solution O (M 2XK 3 ) O (z 2XK 3 ) O (nm 2N 3K 3 )

Line Search O (XK ) O (XK ) O (nNK )

for the macroscopic state ℘ and costate λ. This iterative process is
repeated until all three optimality conditions are satisfied within a user-
specified tolerance. The pseudocode of the GRG algorithm is shown in
Algorithm 1.

V. COMPUTATIONAL COMPLEXITY ANALYSIS

The computational complexity of the indirect GRG-DOC approach
presented in Section IV is analyzed and compared to that of the di-
rect DOC method presented in [10], and to that of a direct method
for classical OC presented in [29]. Direct methods for classical
OC obtain a nonlinear program representation of the kinodynamic
equation (1) and of the integral cost function, such that approximations
to the optimal state and control trajectories can be computed using a
sequential quadratic programming (SQP) algorithm [29]. The direct
DOC method in [10] discretizes the VLSR kinodynamic equation (4)
and the integral cost function (5) by using a finite volume approach,
and by parameterizing the robot PDF ℘ using a finite Gaussian mixture
[10]. Subsequently, a nonlinear program representation of the DOC
problem is obtained, and the optimal PDF and control trajectories are
computed using SQP [30].

The computational complexity of the three methods is analyzed by
assuming that they utilize the same SQP algorithm [28]. The three most
expensive steps of this algorithm are the Hessian update, performed us-
ing the Broyden–Fletcher–Goldfarb–Shanno method [31], the solution
of the quadratic programming (QP) subproblem, and the line-search
minimization of the merit function. The order of the computations re-
quired by all three steps in GRG, direct DOC, and direct classical OC
is summarized in Table I. N is the number of robots, M is the number
of GRG basis functions in (17), X is the number of spatial colloca-
tion points in X , K is the number of temporal collocation points in
(T0 , Tf ], z is the number of Gaussian mixture components in the direct
DOC method, and n andm are the microscopic state and control vector
dimensions, respectively.

For every method, the solution of the QP subproblem, carried out
by a QR decomposition of the active constraints using Householder
triangularization [28], is the most expensive computation. For classical
OC, the QP solution exhibits cubic growth with respect toK andN , and
thus becomes prohibitive for N � 1. For direct DOC, the QP solution
exhibits cubic growth only with respect to K , and quadratic growth
with respect to z orM . Thus, for systems with z 
 N , the direct DOC

method can bring about considerable computational savings compared
to classical OC. In addition to solving a minimization problem via
SQP, the indirect GRG method requires solving the parabolic PDEs
(16) and (12) at every iteration. Because the CINT method adapts
the PDE solution incrementally over time [24], the integration in (20)
can be accurately approximated with O(X) computation time, and
the Hessian update can be performed with O(MXK) computation
time. Therefore, it can be seen from Table I that the GRG method
provides significant computational savings compared to direct DOC
when M � z.

VI. SIMULATION RESULTS

The indirect GRG method presented in Section IV is demonstrated
here on a VLSR system comprised of N = 500 mobile robots with
single-integrator dynamics

ẋi (t) = ui (t) + σI2w(t) + vi (xi ), xi (t0 ) = xi ,0 (21)

where xi = [xi yi ]T is the robot state, xi and yi are the robot
xy-coordinates in inertial frame, ui = [ui,1 ui,2 ]T is the microscopic
control input, and ui,1 and ui,2 represent the linear velocities in the
x- and y-direction, respectively. The disturbance vector is defined as
w = [ηx ηy ]T , where ηx and ηy are independent random variables
sampled from a standard Gaussian process, I2 is the identity matrix, and
σ = 0.01. The robots are also influenced by distributed environmental
conditions, such as external wind or current forcing, represented by a
velocity field, vi (xi ) = [vx (xi ) vy (xi )]T , plotted in Fig. 1.

The objectives of the VLSR system are to travel from a given initial
distribution ℘0 (xi ) to a goal distribution g(xi ), plotted in Fig. 1, in
a fixed time interval (T0 , Tf ]. During this time, the robots must mini-
mize energy consumption and avoid collisions in an obstacle-populated
workspace, X = [Lx , 0]× [0, Ly ], where Lx = 20 km and Ly =
16 km. The obstacle geometries are assumed known without error
and are used to generate a repulsive potential Urep (xi ) over X , as in
the well-known potential field method [32]. Because ℘ and g are non-
negative scalar functions, the error between them is computed as the
integral of the squared difference over the workspace. The energy con-
sumption is modeled as an exponential function of the control usage.
Thus, the VLSR system performance can be formulated as an integral
function of the robot density and control inputs

J =
∫
X
w℘ [g(xi )− ℘(xi , Tf )]2dxi +

∫ T 0

Tf

∫
X

[wr℘(xi , t)

×Urep (xi ) + ℘(xi , t)e{wu [u i , 1 (x i , t)2 +u i , 2 (x i , t)2 ]/2}
]
dxi dt

� φ[℘(xi , Tf )] +
∫ T 0

Tf

∫
X

L [·]dxi dt (22)

that is to be minimized with respect to the functions ℘ and ui , for
T0 = 0 and Tf = 15 h. The weighting coefficientsw℘ ,wr , andwu are
based on relative importance of objectives chosen by the user.

The GRG method presented in Section IV is implemented to obtain
the optimal, time-varying robot distribution ℘∗ that minimizes (22)
subject to the robot kinodynamic constraints (21). In particular, the
GRG control approximation (17) is obtained in terms of Fourier sine
basis functions

φ� (xi ) �
A∑
a=1

sin
[
�πxi
2L

]
sin

[aπyi
2L

]
(23)

such that ui = 0 on the boundary, and f · n̂ = 0, which simplifies
the boundary condition in (12) to ∇λ · n̂ = 0. The GRG macroscopic
state approximation (18) is obtained in terms of sigmoidal functions in
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Fig. 1. (a) VLSR system is to travel from an initial robot distribution, (b) to a goal robot distribution, (c) in a simulated wind velocity vector field.

the form

σl (xi ) � exp[−γ||xi − x||2 ]
{

exp[(xi − x)T n̂]− 1
exp[(xi − x)T n̂] + 1

}
(24)

used to satisfy Neumann boundary conditions [24], where n̂ is the unit
vector normal to the boundary at any collocation point x ∈ ∂X , and in
terms of the polynomial basis

ψq (xi ) =
B∑
b=1

xqi y
b
i (25)

where Q = 14 and B = 14. The GRG costate approximation takes
a form that is analogous to (18), but in place of the sigmoidal basis
functions, (24) employs RBFs in the form

σ̃l (xi ) = exp(−γ||xi − x||2 ) (26)

in order to satisfy the Dirichlet boundary conditions [24], where γ is
the shape parameter.

From (17) and (23), the gradient approximation (20) is given by the
vector[

∂J

∂αi1�

∣∣∣∣
t= tk

∂J

∂αi2�

∣∣∣∣
t= tk

]T
≈ Δt (27)

×

⎡
⎢⎣
∫
X

{[
wuui,1e

w u
2 (u 2

i , 1 +u 2
i , 2 )−℘ ∂ λ

∂ x i

]
sin

(
�π x i
2L

)
sin

(
aπ y i
2L

)}
dxi

∫
X

{[
wuui,2e

w u
2 (u 2

i , 1 +u 2
i , 2 )−℘ ∂ λ

∂ y i

]
sin

(
�π x i
2L

)
sin

(
aπ y i
2L

)}
dxi

⎤
⎥⎦

and is used to update the control coefficientsαij � (for j = 1, 2) at every
tk . Then, holding the control coefficients fixed, the parameters of the
robot distribution and costate approximations are updated by solving
the optimality conditions (16) and (12), respectively. Starting with the
initial guess αij � = 0 for all i, j, and �, the optimal solution is reached
using K = 100 discrete time steps.

The optimal time-varying robot distribution℘∗, obtained by the GRG
algorithm, is used by each robot to evaluate the feedback control law
u∗i = c[℘∗(xi , t)]. Approaches such as Voronoi diagrams, Delaunay
triangulations, and potential navigation functions can be used to design
a control law based on a given robot PDF [1], [4]. In this paper, the
potential function approach in [9] and [10] is adopted so as to minimize
deviations between the observed robot PDF ℘̂ and the optimal PDF ℘∗,
thus preventing robots’ intracollisions, and compensating for model-
ing errors and disturbances. Let the attractive potential of agent i be
defined as

Ui (xi , t) � 1
2

[℘̂(xi , t+ δt)− ℘∗(xi , t+ δt)]2 (28)

where δt is a time-shift parameter that allows the control law to look
ahead in time to prevent agents from lagging behind. The estimate
℘̂(xi , t+ δt) is computed by stepping the VLSR PDE (4) forward in
time by δt from the PDF ℘̂(xi , t), obtained from observations of robot

Fig. 2. Close-up view of select robots (a) selected from the VLSR system
with optimal robot distribution and configurations (b) obtained by the GRG
DOC algorithm in the presence of winds, at t = 6 h.

positions at time t using kernel density estimation [33]. Let the desired
heading angle expressed by the direction of the negative gradient of
the attractive potential be denoted by Θ(−∇Ui ), and the agent actual
heading angle be denoted by θ̂i . Then, a feedback control law that
follows the navigation function (28) is

ui = [vc Q(θ̂i ,−∇Ui )]T (29)

where vc is the agent speed and

Q(·, ·) � {a(θ̂i )− a(Θ(−∇Ui ))}sgn{a(Θ(−∇Ui ))− a(θ̂i )} (30)

where sgn(·) is the sign function and a(·) is an angle wrapping function.
The VLSR behavior obtained by the GRG algorithm subject to a

wind velocity field is shown in Figs. 2 and 3, where the optimal robot
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Fig. 3. Close-up view of select robots (a) selected from the VLSR system
with optimal robot distribution and configurations (b) obtained by the GRG
DOC algorithm in the presence of winds, at t = 9 h.

positions and distribution, as well as a close-up robot animation, are
shown at two moments in time. The close-up robot animation is shown
from a fixed viewpoint in three-dimension (3-D). The optimal robot
distribution, along with all N robot positions (circles), is plotted with
respect to the 2-D workspace X .

A. Influence of Environmental Conditions

The difference in the robot behaviors under different environmen-
tal conditions can be seen from the paths planned by the robots with
and without the external (wind) forcing plotted in Figs. 4 and 5, re-
spectively. The paths of robots indexed by i = 1, . . . , N are plotted
in colors from coolest to warmest, as the index increases in size to
illustrate the robot behaviors over time. It can be seen that, in order to
minimize energy consumption while also reaching the target PDF, the
robots that are subject to the wind velocity field travel in larger number
below the bottom-right obstacle (see Fig. 4), while in the absence of
winds, the robots travel in larger number above the obstacle to follow a
shorter path (see Fig. 5). These results show that the GRG DOC method
can account for distributed environmental conditions and optimize the
global performance of the network accordingly.

Fig. 4. GRG results for VLSR path planning in the presence of winds.

Fig. 5. GRG results for VLSR path planning in the absence of winds.

Fig. 6. Trajectories of robots obtained by the direct DOC method in the
presence of winds.

B. Performance Comparison

The VLSR system performance obtained by the indirect GRG
method presented in this paper is compared to that of the direct DOC
method presented in [10] and to the stochastic gradient descent method
presented in [34]. The stochastic gradient method obtains control
laws for mobile robotic networks by expressing the goal configura-
tion as the minimum of an objective function, and by using a gradient
descent algorithm to obtain a local motion plan for each robot that
is decoupled from other robots. While it is inspired by potential field
methods, stochastic gradient can also be implemented for robots with
stochastic dynamic effects, such as (21). For comparison, the goal con-
figurations are obtained by sampling the goal robot PDF g(xi ) and
the initial configurations are obtained by sampling ℘0 (xi ). The VLSR
paths planned by the direct DOC method and the stochastic gradient
method are shown in Figs. 6 and 7, respectively. The values of the
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Fig. 7. Trajectories of robots obtained by the stochastic gradient method in
the presence of winds.

VLSR cost function (22) obtained by the GRG method, direct DOC,
and stochastic gradient method, are J = 67.16, 78.79, and 104.25,
respectively. Thus, it can be seen that the GRG method obtains a lower
total cost than direct DOC thanks to its ability to approximate a more
general robot distribution, while also requiring less computation (see
Section V). Furthermore, the GRG method reduces the cost by 35.5%
when compared to the stochastic gradient method.

VII. CONCLUSION

This paper presents an indirect GRG method for optimal planning
in VLSR systems with multiple cooperative objectives and subject
to external forces and disturbances. The method is derived using
a DOC problem formulation with stochastic robot kinodynamic
equations. Unlike previous DOC algorithms, the GRG method seeks
to solve the optimality conditions obtained from calculus of variations
numerically. Because the stochastic DOC optimality conditions
consist of parabolic PDEs, the optimal robot distribution and behaviors
are obtained by solving the forward and adjoint PDEs numerically,
and then minimizing the augmented Lagrangian by an analytical
gradient approximation. It is shown that the GRG solution displays
a computational complexity that is significantly reduced compared to
both classical OC and direct DOC. Also, the GRG algorithm is shown
to outperform both existing DOC and stochastic gradient algorithms
for VLSR path planning in obstacle-populated environments, subject
to distributed environmental conditions.
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